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The real data of safety are stories.
— James Reason

The most powerful person in the world is the
storyteller. The storyteller sets the vision,
values, and agenda of an entire generation
that is to come.

— Steve Jobs

The Corporation’s galaxy-wide success is
founded on their systems’ fundamental flaws
being completely hidden by their superficial
design flaws.

— Douglas Adams

The problems of the real world are primarily
those you are left with when you refuse to
apply their effective solutions.

— Edsger Dijkstra

... and now [1977] when the computer people
move in and the non-medical people move in,
they can hardly believe what they see. And
there is a crisis of major proportions.

— Larry Weed



Digital healthcare is much
riskier than we think, but it
can be made far more
effective and much safer. This
book splits up the action into
stories of problems, the
solutions, and then the better
future we can reach.



How to read this book

Healthcare has been around for thousands of years, certainly since long be-
fore the Hippocratic Oath to do no harm [figure 1.1]). In comparison, digital
is very new, hardly a blink of an eye. Unsurprisingly, healthcare and digital
technology haven’t yet had the time to work out how to work well together.

Fix IT: See and solve the problems of digital healthcare is a book about
digital healthcare and how it has an impact on all of us, both patients and
healthcare professionals. The unique contribution of the book Fix IT is to
show, with lots of powerful stories, how surprisingly risky digital healthcare
is. Once we start to be shocked by its problems, it’s easy to see how dig-
ital healthcare can be made much safer for everyone’s benefit, for patients
and their families, as well as for staff. Digital technologies can certainly be
improved to make healthcare more effective, but so, too, could healthcare
change to make it easier for digital to help it. It should be a collaboration,
not a one-way street.

Fix IT is divided into three parts:

Part1 ¢ Diagnosis ¢ Riskier than you think — I want you to see the
unnoticed risks of digital healthcare, and the serious problems
that arise when digital is misunderstood and misapplied.

Part 2 ¢ Treatment ¢ Finding solutions — I want you to see that
digital healthcare’s problems are fixable. The real solutions aren’t
just about getting newer or more exciting stuff; the solutions are
about thinking more clearly to understand what we need, and
how to innovate, design, and implement digital healthcare more
reliably.

Part 3 ¢ Prognosis ¢ A better future — there is a possible, much
better, safer, and far more effective digital healthcare for all of us.
The final part of the book sketches the real digital promise.
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Figure 1.1. Healthcare is as old as humanity, but thinking clearly about health-
care came later. Some of the earliest “modern” writing on healthcare was by Hip-
pocrates.m Although Hippocrates lived around 400 BC, this is the oldest surviving
Hippocratic Oath, written on a fragment of the Papyrus Oxyrhynchus dating from
around 300 AD. Thinking clearly about digital healthcare is already long overdue.

All chapters in Fix IT have stories that’ll be of interest to patients and to
healthcare professionals. All the material used in this book is either in the
public domain (and fully cited in the book’s notes) or has permission from
the people involved. This open approach is essential to the integrity of Fix
IT, and the reasoning behind this openness is discussed later in the book.?

The digital in digital healthcare cannot be avoided. There are, therefore,
a few slightly technical chapters in this book, which will be of special interest
to programmers, developers, and regulators — this book will become a useful
reference for them. These chapters are highlighted with a 1960s computer
chip (a modern one would be smaller and harder to see), both in the table of
contents and in the margins of the chapters themselves, drawn like this:

There’s a lot of jargon both in healthcare and in digital technology, of-
ten making things harder to understand. Sometimes it’s hard to know when
what appears to be an ordinary everyday phrase has a specialist meaning. So,
when I introduce a specialist term, it’s been highlighted in bold to avoid any
confusion.

3 See Chapter B3: Healthcare openness and acknowledgments, page 53 —
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For thousands of years,
healthcare was held back
because we couldn’t see and
didn’t understand the germs
making us ill. Today,
healthcare is being held back
because we don’t see
computer bugs, and we don’t
understand the risks caused
by them.
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We don’t know
what we don’t know

Working in Vienna General Hospital, back in the 1840s, Ignaz Semmelweis
noticed that two maternity clinics had very different death rates: one death
rate was double the other, and his, unfortunately, was the worse one.B

Semmelweis started to study everything to try and work out what the rea-
sons were. Many mothers were dying of the horrible and usually fatal puer-
peral fever.® He discovered that there were lower death rates in the summer.
Then he noticed the student doctors went downtown in the summer — but
in winter they preferred to stay in the warm hospital. Then he noticed that
when the students were in the hospital they attended post-mortems.

He gradually came to the conclusion that things, which he tentatively
called “cadaverous particles,” were being carried by the student doctors from
the post-mortems around the hospital. The student doctors examined dis-
eased bodies in the morgue and then walked over to see patients on the
wards. Today, we would call that process cross-infection, but Semmelweis
had no such modern concepts to understand what was going on. Neverthe-
less, he instituted handwashing to stop the particles getting around
B1). The death rate duly rate went down.

Before handwashing, the maternal death rate had averaged about 10%
(deaths per births), and was sometimes over 30% in winter months. After
instituting handwashing, Semmelweis eventually got the death rate down to
zero for a couple of months, despite having 537 births in the same period.

Unfortunately Semmelweis lost his job — his colleagues found him irri-
tating. The success did not continue, and death rates rose again. Semmel-
weis finally died in ignominy. Today, however, he is a hero, especially in
midwifery and statistics. It’s interesting that his very early use of statistics in
healthcare uncovered the cause of a problem and helped find a solution, yet
without his ever understanding the invisible microbes behind his discovery.
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Figure 2.1. A romanticized picture of Ignaz Semmelweis overseeing handwashing

in his hospital ward, some time around 1840.

All credit to him, Semmelweis’s obstetrician colleague, Bernhard Seyfert,
decided to do an experiment too. Seyfert found that when he got his staff to
wash their hands, the frequency and severity of disease did not improve.

Why?

Seyfert’s doctors were only going through the motions: they were only
dipping their fingers in the water. But, crucially, they had all been wash-
ing their hands in the same water — and after a few days of use it had be-
come opaque! We now understand Seyfert’s problem easily: as much as he
might have thought his doctors were washing their hands, they were actually
cross-infecting everyone. Even the doctors who didn’t go to post-mortems
were now getting infected, probably through hand contact with those who
did “wash” their hands, or with things that were already contaminated.

Today, we take clean water, sinks, taps, and washing hands for granted.
We take cleaning surfaces for granted. But Seyfert didn’t even have running
tap water. Seyfert’s original hygiene must have been dreadful, seeing as his
experiment apparently didn’t increase death rates.

Semmelweis had shown that there was a rigorous intervention that saved
lives, based on evidence. It was only later, with the development of Louis
Pasteur’s germ theory, that there was a good explanation for why the in-
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tervention worked. Germs, whether bacteria or viruses, cause diseases, but
if you don’t know about bugs, then the interventions don’t make sense.

We are still making progress with more cures for bugs, and we are start-
ing to realize the problems of over-prescribing antibiotics, which cause bac-
teria to evolve and get harder to treat. Of course, nearly two hundred years
later, handwashing is one of the first lines of defense against spreading the
COVID-19 pandemic.

In this, the twenty-first century, we are starting to see that there are other
invisible bugs that also affect health. We don’t understand computer bugs,
let alone their cures, and people are being harmed and some are dying un-
necessarily.

A bit like Semmelweis’s well-meaning colleagues, we tend to hang on to
our love of the old ways rather than face up to the fact that maybe we could
be doing better. We need to recognize the fact that digital healthcare has
bugs, and these digital bugs make healthcare risky in new ways. Digital is
everywhere; digital bugs are everywhere.

Until we grasp that, and take a more mature approach to managing “dig-
ital hygiene” we are as good as washing our buggy hands in the same water
as everyone else and just making things worse.

m

Some people get fussy over what a computer bug is, and say programs are
only buggy when they fail to do what was specified. In this light, bugs are
programming errors — we knew what we were supposed to do, but somehow
things went awry. In this book I want to take a broader view. When com-
puters do the wrong things, we call those things bugs. Strictly, the bugs are
the errors that make the computer do the wrong things. The wrong things
themselves are the symptoms of the bugs, but it’s straightforward to call them
bugs too.

Imagine a digital device, like your phone or a drug infusion pump or your
laptop computer, and it just stops working and becomes unresponsive. It
looks like it’s crashed.

This is clearly a bug. Often if you switch it on, or off and on again, it’ll
reset itself and you can carry on. Resetting it clears the device’s memory,
and hopefully removes whatever problems the bug caused or was confused
about.

Or maybe it’s stopped working because it has a flat battery. Is that a bug?
Did it warn you the battery was low so you had a chance to fix the problem?
It was a bug if it didn’t warn you, especially if you were likely to lose work
from the problem.

Let’s say you recharge the battery, but the device has still lost your work.
Your work was probably stored in volatile memory, which is lost when there is
no power. A different engineering design choice would have had everything
stored in non-volatile memory (like a disk) so it should never disappear.

If you meet the programmers, they say they did exactly what they were
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told to do — they say they correctly implemented the specification. So if
you’ve got a problem, it’s not with them or the program but with the specifi-
cation, and that’s not their fault. They’d argue that since they were supposed
to program it, if it works as they thought it should, then it can’t be a bug!

So although we can think of lots of different explanations, the end result
is a bug. If the user can'’t tell the difference, or can’t work out the cause,
whether it’s a design fault or a software fault, let’s call it a bug. It should not
have happened, and the user is inconvenienced.

A special case of bug is not a mistake but is a deliberate deception. Like
any other bug, the manufacturer hopes nobody notices, but there is some
advantage for the manufacturer (or for someone who works there). An ex-
ample of this is Practice Fusion’s system. They have been fined $145 million
because they designed in features into their system so it increased prescrip-
tions for addictive opioid drugs, even though over-prescriptions of opioids
is a well-known public-health disaster. Pop-ups that supposedly provided
objective clinical advice were designed to nudge doctors into prescribing spe-
cific drugs: they were designed as subliminal adverts, not for giving profes-
sional clinical advice. It is estimated that the Practice Fusion system decep-
tively boosted opioid sales for one drug company by $11.3 million B

The Practice Fusion system was used by tens of thousands of doctors.
From the doctors’ point of view, this subtle manipulation is a totally un-
wanted feature — a bug — that they had no idea about when the Practice
Fusion system was acquired. Jamie Weisman had used it for five years but
doesn’t recall noticing the manipulative alerts. She was reported as saying:

It’s evil. There’s really no other word for it. But if you want to
model electronic health records as a for-profit system and not
regulate them as such and force doctors to be on them, it’s
almost inevitable that they’re going to be manipulated.B

Then there are malware systems, which are buggy systems designed by
criminal hackers for deliberate sabotage, to cause chaos, blackmail, or to steal
information. The hackers may work for the manufacturer, but more often the
hackers work far away to take advantage of the internet to hack through into
hospital systems — see pox 2.1]. Criminal hackers almost always get malware
into your systems by exploiting bugs, though sometimes they trick users into
taking a few steps for them, like using their password, which then allows the
malware to run. We’ll talk about some examples — like WannaCry, a huge
malware attack that affected many hospitals worldwide® — later in the book.

For this book I'm not going to be pedantic. Bugs are the bits of digital
systems doing the wrong things, and we aren’t going to worry where these
things go wrong, because wherever bugs happen in healthcare they need
fixing. This is a more relaxed definition of bug than many people might like,

2 See Chapter [[7: The WannaCry attack, page P17 —
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Box 2.1. Malware, Trojans, Bugs, Viruses ...

Bugs are unintentional problems with digital systems, but malware are de-
liberate problems, specifically designed to cause you or others problems.

Trojans, named after the deceptive Trojan Horse of Greek story fame,
are malware that pretend to be something you want, but then cause prob-
lems. You get an apparently helpful email, respond to it, and before you
know it your computer has been taken over by something nasty. Or, worse,
the thing is so nasty you don’t realize it’s taken over your computer and it just
hijacks it to use your identity to do nasty things — like stealing your money,
blackmailing you, and so on. Anything is possible.

Like biological bugs, digital malware may infect your systems and lie dor-
mant, symptomless, for a while, giving you a false sense of security.

Viruses are a contagious form of bug. They are designed to spread from
one system to another. Typically, once you are infected with a virus (gener-
ally thanks to a Trojan bringing it in), it then spreads to everything in your
organization. Like biological viruses, typically computer viruses only infect
specific sorts of computer, so a good protection is to have a variety of com-
puters so it can’t infect everything.

Since the basic aim of hackers making malware is to make money, make
a political statement, or just cause disruption, they don’t have to obey any
rules. It follows that it’s a bit pointless worrying whether an attack is a virus,
Trojan or whatever, since the whole point is to circumvent your defenses.

but since it’s increasingly hard to tell the difference between hardware and
software, I think people who want different definitions ought to suggest some
different words to help us all be more precise. Meanwhile, “bug” will do for
us.

=

The National Health Service, the NHS, is the world’s largest healthcare
institution, and is the pride and joy of the UK, so let’s start, then, with a
major digital project in the NHS that went wrong ...

We think that hospitals need newer computers. Certainly, a lot of com-
puters in hospitals are not very modern, and it would be exciting to update
them. In the UK, back in the early 2000s, the English NHS’s National Pro-
gramme for IT (NPfIT) was a huge investment in modernizing digital hos-
pital computers. It was intended to be a digital transformation into modern
healthcare, but it was an expensive flop, costing maybe £30 billion.B That
huge sum is only counting the main costs, excluding training and lots of other
things.

I was part of a group of professors of Computer Science that publicly
offered to help, but ended up strongly criticizing NPfIT.B NPfIT failed for
lots of reasons, but I'd highlight its emphasis on commercial confidential-
ity, which stopped it accepting help, and its techno-centric assumption that
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technical solutions could “just” sort out the NHS, and that companies could
“just” implement things, and it'd all be fine. In my opinion, what to imple-
ment should first have been a major research project — preferably done by
several independent teams over a period of years, carefully assessing alterna-
tives. Nobody had ever done anything like NPfIT before, and unfortunately
mistakes were made in the initial planning. Then it got stuck in its own pol-
itics.

Of course, today, computers are more advanced than they were back in
2000, and surely everything has changed? So we just need to invest in
newer computers. But what have we learned from the expensive National
Programme flop? Has our attitude to digital excitement really changed, and
why would the results of rushing in with today’s new digital dreams be any
better? Everybody is more excited by apps, certainly, but I don’t think that
the quality of healthcare programming has improved much — if anything,
more unqualified programmers are doing their things — and so computer
dependability has not improved enough. In my view, much of what we need
to digitize in healthcare won’t be helped much by apps, or any other exciting
innovations, until the risks and solutions are much more well-known and
are universally acknowledged.

The reasons the National Programme failed are still with us. For instance,
in 2020 we've “only just realized” that computer system log ins are a seri-
ous problem,? even though slow and complex logging-in was a recognized
problem long before NPfIT.

The main reason for NPfIT’s failure, in my opinion, was that NPfIT was
not seen as fundamentally a hard digital-medical co-design problem which
would require a huge investment in multi-disciplinary expertise, but as a
routine, if wide-ranging, modernization problem. Digital stuff got updated,
but not fundamentally improved. Likewise, the problem with today’s log-
ins isn’t a log-in problem as such, but it’s a symptom of the chaotic and
uncoordinated systems behind the log-ins. People are starting to call out that
little was learned from the NPfIT fiasco, and we’re just carrying on wasting
more money (and more lives)8 — I hope my book will help change things,
not just by lamenting the problems but by providing insights and solutions.

=

A provocative analogy with digital healthcare is blood-letting B Blood-
letting is one of the oldest medical interventions, with a history going back
at least 3,000 years to the Ancient Egyptians. Blood-letting means draining
blood from patients to cure diseases, justified by all sorts of strange beliefs,
including that disease originates in imbalances in our four “humors”: blood,
yellow bile, black bile, and phlegm (which now has a very different mean-
ing).

Blood-letting was very popular, possibly because it made quite a drama
that doctors could play on. Many wise, sensible people believed in it. The
first US President, General George Washington (1732-1799), who had a
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Box 2.2. Fix IT — the big picture

From time to time, we all suffer IT and other digital problems. In healthcare
these problems can cause serious issues, from overwork to harming patients.
IT needs fixing.

What's the message of this book? What should we do?

® We could just carry on suffering with poor IT. Missed appointments,
slow log ins, lots of passwords, lost data, incompatible systems, old
equipment; this is how it works. This is unacceptable.

® We could just update to newer, better IT. This is a very popular
choice, especially as there’s always an obvious gap between our
existing stuff, like our mobile phones and all their apps, and newer,
fancier ones. Why not just bring healthcare up-to-date?

® But what if the problem is deeper than just bringing in more modern
IT? We should get better-thought-out and better-developed IT. The
case for this is argued throughout this book. The problems with IT
are preventable.

® We could change and improve what healthcare is doing. Sometimes
the “problems” with IT are actually just exposing underlying
structural problems with healthcare.

® We should do all of the above, but with a conscious and effective
strategy to improve. In particular, until the digital regulatory
structures are brought up-to-date — they currently permit the mess
— improvement on the ground is going to be very hard.

throat infection, was bled, losing — as it’s now estimated — between five to
nine pints of his blood in a matter of hours. Few people could survive that
even if they weren’t ill to start with. George Washington died that evening.

When blood-letting was popular, the doctors often claimed that the pa-
tient would have survived if only they had been able to take more blood from
them. Perversely, this sort of thinking reinforces the belief in the crazy idea.

Most practitioners in George Washington’s day ignored the insights of
scientists like William Harvey (of blood circulation fame) and Louis Pasteur
(of germ fame), until the visible success of blood transfusions in World War I
and the arrival of antibiotics challenged the blood-letting ignorance. The
enthusiasm for blood-letting only faded when there were treatments that
clearly worked better.

Many people have the same style of “blood-letting thinking” with digital;
that is, if something digital doesn’t work well enough, well, we just need
newer digital. Going digital with the very latest tech is like blood-letting
despite persistent misunderstandings; just being more enthusiastic doesn’t
make it work better.
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“Let’s have the latest digital” brings to mind Einstein’s famous dictum:

The definition of insanity is doing the same thing over and
over again, but expecting different results.

Digital plays to this tune with its continual reinvention: what was a good
digital intervention in the 2000s is quite passé today, so now we need a more
modern intervention. It seems obvious, but until we understand bugs, it is
still doing the same thing over again, just with different problems. Actually,
what we now need is clear, well-informed digital thinking to work out how to
do better, not a mere modernization of something that hasn’t been working
too well. Digital means bugs; if we get new digital without ensuring we have
fewer bugs, all that we’ll achieve is having different bugs. Digital healthcare
will be unnecessarily risky until it’s fixed.

Healthcare has political problems, like how health in the US costs the
nation per person much more than it does in Iceland or in the UK, but in
principle modern healthcare is wonderful, and its failings — although always
high-profile — are rare and unusual. On balance, we are better off using
computers than not, but we could be much better off if we understood them
and started to improve them.

Going back to medicine ... We now understand disease, we have elim-
inated smallpox completely, we've invented antibiotics, and we can look
forward to healthier futures where millions of lives are saved. The Bill &
Melinda Gates Foundation,[d has set a goal of ridding the world of malaria,
a really worthwhile thing to do, which will save hundreds of millions of lives.
With what we now know about science and medicine, this is an eminently
achievable goal: we are well beyond the days of magical thinking about dis-
ease.

We should now be setting goals of using our knowledge about computers
to rid the world of magical thinking about digital. We need to get rid of
computer bugs along with all the damage and chaos they cause. It’s really
worth doing, certainly once we realize it’s such a serious problem. That’s
what this book is all about.
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Cat Thinking explains our
love of all things digital. Our
hormone-driven love of
technology overrides
objective thinking. Thinking
that computers are
wonderful, we feel we don'’t
need to worry about looking
for rigorous evidence that
they are safe and effective.



Cat Thinking

I've been wondering why we do not think clearly about digital healthcare.
I've developed an idea I call Cat Thinking.

Let me explain.

I have a cat called Po. He’s named after Master Po Ping, the black-and-
white Kung Fu Panda. Po came to us as a little kitten. Kittens haven’t been
inoculated, and until they are, they should live inside so they don’t catch
unnecessary infections — we live in a house with a garden and woods, so it
was natural to want Po to roam outside. So when Po first arrived, he had to
use an indoor litter tray.

So, one day, we're sitting down eating a meal at the kitchen table, and
we can hear Po scrabbling around in his litter tray, scattering litter to try to
cover his poo. Then he walks into the kitchen and jumps up on our table.

Po is an infection risk! His feet have been paddling in feces, and now he
is walking around on the kitchen table. “Get off!” we shout at him!

Po rolls onto his back, and he purrs loudly. As if on command, we tickle
his tummy. Aaaaah. He’s so sweet ...

In less than a second, we have gone from being sensible people, think-
ing about infection risks and healthy-eating hygiene, and have turned into
mindless people totally seduced by a furry, purring animal. We aren’t think-
ing about hygiene, he’s so cute. Our brains aren’t big enough to think “cute”
and “infection risk” at the same time. “Cute” wins hands down.

Underneath our rapid volte face is a cocktail of hormones: endorphins,
dopamine, oxytocin, norepinephrine, and prolactin are all released as we
stroke and pet the cat. Overwhelmed by hormones, we don’t have any choice
but to feel good. The world is a happy place, and Po purrs at the center of
totally uncritical appreciation.

Here’s the insight. The same effect occurs when we buy the latest tech-
nology, mobile phone, or any other attractive thing. Naturally, the same
happens with digital healthcare.
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Figure 3.1. Po the cat — rolling onto his back and purring after being told off.

To spell it out a bit more, the following chain of thought takes over:

® Digital healthcare is wonderful — purrfect, in fact — and our
hormones make sure we feel good about this.

We know digital healthcare is wonderful. We have no need to
g
question this because our hormones are silently convincing us.

® Nevertheless, bad things like errors will still eventually happen.
There are plenty of stories about digital errors later in this book.

® But because we are so happy with digital technology, the errors must
be the nurses’ or the doctors’ fault, as we can’t see any fault with the
purrfect digital stuff.

In short: we're so attracted to the excitement of digital innovation that
we’re blind to its risks. That’s Cat Thinking.
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The logic of Cat Thinking may sound trivial, even childish, but its conse-
quences can be very serious. Later in this book, we’ll see investigations into
the causes of serious patient harm and deaths often follow the faulty pat-
terns of Cat Thinking, as outlined above (the story about Lisa Norris is one
of many examples®). A patient dies from an overdose, and the investigators
say the technology worked as designed, they may not actually say it purred,
but therefore any problems must have been caused by its users. Sack, dis-
cipline, or imprison the users (often nurses) and your problem is solved —
except it’s a misunderstood problem.

Let’s make an analogy, one we’ll explore at greater length later:® in the
1960s many people thought cars were wonderful and exciting. So when a
car accident happened, it must have been the driver’s fault because the car
worked as designed. If you are excited by cars, lulled into a gentle hormonal
haze, you are unlikely to wonder whether they could be at fault if you feel so
happy with them. As we’ll see, it took Ralph Nader’s insights to expose the
flaws in blaming the driver: in fact, many cars were intrinsically unsafe, so
their poor designs accounted for many accidents.

=

I am not denying the benefits of good computers, but Cat Thinking ex-

plains how we all very easily get uncritically over-enthusiastic about com-

puters. Here’s an example of this uncritical enthusiasm as it misleads health-
care:

[...] the goal should be no errors that reach the patient [...]
Computerized approaches are ideal for this because reliability
can approach 100%, while methods that rely on human
inspection will always miss some errors.

This is a quote taken from a 1995 paper published in the mainstream
Journal of the American Medical Association.3 Somehow the paper’s au-
thors seem to have overlooked that computers themselves rely on human
methods for their design and programming, so they can’t be immune to er-
ror any more than humans can be.

It is, of course, cynical to point out that enthusiasm for computers is
good for digital business. It’s just good business to intentionally promote
our enthusiasm in a cycle of mutual reinforcement.I3 It would be even more
cynical for me to suggest that the main people promoting digital technology,
and certainly those with any resources to advertise it and to influence us,
have, just maybe, a small conflict of interest.

Cat Thinking does not mean computers are all bad. Computers can be
wonderful. How better to show off their stunning power than with a CAT
(short for Computerized Axial Tomography) scan as in figure 3.2? In a CAT

2 See Chapter [4: The Lisa Norris incident, page B3 —
b See Chapter [[T]: Cars are safer, page [37 —
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Figure 3.2. Amazing CAT scans of a human head. Not so long ago, even in sci-

ence fiction, seeing inside a living human with this level of detail would have been
implausible.

scan, a computer cleverly combines many X-ray images taken of the head
into a solid model of it, which can then be represented and interactively ma-
nipulated on screen in various ways. CAT scans can be used for diagnosing
problems, such as cancer, as well as for guiding surgery. CAT scanners can
be made portable and small enough to be used in ambulances, where they
are particularly useful for assessing head injuries.

A twist to Cat Thinking is that because we all think technology is wonder-
ful, we also over-rate our own knowledge about it. If I believe my gadget is
wonderful (even if I think I know this only because of a rush of hormones)
and I believe I am rational, then I’ll have to invent a reason to rationalize
my love of my gadget. If I don’t, I'll have to face up to the depressing fact
that I'm not rational. This rationalization is a well-known cognitive mecha-
nism called cognitive dissonance.l3 Ah, I know, I am clever, and so I must
know a lot about this stuff to have such strong feelings. Then we’ve made
our hormone-driven feelings make sense.

Daniel Kahneman'’s excellent book Thinking, Fast and Slow, speaks di-
rectly to this..@ When we are faced with a complicated problem — like un-
derstanding some digital technology — we do what’s called attribute sub-
stitution. Digital is too hard to understand, so we flip to “thinking fast” —
we pick up some idea or attribute we do understand, and then follow our
immediate impression rather than putting lots of effort into thinking slowly
and carefully about the issue. Thinking slowly, as Kahneman calls it, is re-
ally hard work, but quick impressions are easy. And of course, with a dose
of dopamine to encourage us, we get excited and hence very certain about
our fast thinking, certain about our first impressions even if they are wrong.
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Box 3.1. Success bias

The facts seem to speak for themselves: computers make companies suc-
cessful, and some companies are astonishingly successful. Amazon, Apple,
Facebook are multi-billionf dollar corporations that owe their existence to
computers.

Therefore, computers will make healthcare successful!

Unfortunately, there’s a fallacy with this thinking, called success bias.

There are millions of companies that use computers that have failed, and
some never even got so far as to see the light of day. Here are a few I can
remember: Acorn Computers, Ashton-Tate, Commodore, Control Data Cor-
poration (CDC), Digital Equipment Corporation (DEC), Elliott Brothers, In-
ternational Computers Limited (ICL), Wang, and many others. We could
make a similar long list of digital healthcare companies and products that
have failed.

The point is, if we think about digital systems today, necessarily the only
ones we can see are the successful ones. We can’t see the ones that have
gone bust, and we can’t see the start-ups that just failed to get going, and we
can’t see the software products that have been ditched. Success bias, then,
is our reasonable tendency to believe ideas will work because that’s the only
evidence we can see.

There are a whole range of similar problems.¥ Successful companies
have huge resources; competing with them, even with better ideas, is almost
impossible. A typical medical app start-up has one or two programmers,
yet they are motivated by the success of apps that, say, Apple might be mak-
ing, with thousands of programmers and thousands of quality control people.
Another problem is that successful companies obviously survived the inno-
vator’s dilemma, but any start-up has to overcome it — and successful
innovation is not as easy as the successful companies seem to make out it is.

Successful digital healthcare is not as easy as success bias makes it look.

However sensible all of us are, the marketing folk have got us to believe
that new digital stuff is really exciting. The big companies would go out of
business if they were not successful at this. There’s a consulting company
called Dopamine Labs, now renamed Boundless Mind, specifically to do this:
Dopamine Labs combine using Artificial Intelligence (AI) with increasing
your desire to use systems.E

They do research to find out how best to stimulate our dopamine levels:
once hormones start flowing, we feel happy and stop thinking about details
like how much things cost or how hard they may be to learn to use, or even
whether we are adding to the tons of landfill of obsolete electronics e-waste.
If something feels so good, surely it is good? We willingly go along with this
hormonal deception. We all want new stuff, we want the latest stuff. I want
a new phone. The new one will be faster, thinner, have a better battery, and
it’ll purr.
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Digital is exciting, and the adverts give us lots of persuasive stories that
convince us we are leaders, innovative, and clever to want to buy new stuff.
The adverts and popular media images are part of a culture of adoption.

That’s when we stop thinking.

It does not follow that an exciting thing for me, like a new phone — or any
other shiny new digital idea, however exciting it seems, is good enough for
a hospital, or better than older things in the hospital. Or, much harder to get
our minds around, it may be better, but not as better as it could have been. So
many new and exciting things just have new bugs in them, and will need new
updates, and more support, and other new problems we didn’t anticipate. It
is easy to gloss over how risky new digital innovations may be and how much
more work needs doing on them first. We can’t help inhabiting a happy, Cat
Thinking, consumer culture of wanting the latest technical solutions before
we’ve even worked out what the problems we are trying to solve are.

That’s a clue to one of the surest defenses against Cat Thinking. Some-
body must ask for a safety case. A safety case is a reasoned document
that rigorously explores the benefits and risks and how safety is impacted ..
Don’t just buy a new digital system; first write a safety case — this engages
your slow thinking, isolates you from dopamine, and gets you to system-
atically explore issues. Safety cases encourage informed innovation; at the
other end of the timeline — say, when there is a court case about some dig-
ital system that’s gone wrong (usually the court case is about a nurse caught
up in some digital mess) — the cross-examination should ask, “Where is the
safety case?” For without a safety case, there is no reason to think the system
is safe, and therefore every reason to think the nurse or doctor is innocent;
in fact, every reason to think somebody has succumbed to Cat Thinking.

Digital makes many persuasive promises, but it’s sometimes — much
more often than we care to admit — making healthcare less safe, or at least
making it a lot less safe than it needs to be. It needn’t be like that, but the
culture that has embraced digital as an automatic solution is pervasive.

I'll explore the problems and solutions with stories and examples through-
out this book. T hope my stories give us pause (paws?) to think, and some
powerful and effective ideas to start improving. We need to.
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Look carefully for them, and
you’ll uncover lots of stories
of digital healthcare bugs.
This chapter has lots of

examples of buggy digital
health.



Dogs dancing

It is amazing when a dog dances. It is amazing that computers do their magic.
But dogs don’t dance very well, and nobody dare say so, in case they upset
the circus.

In 2000, incorrect Down syndrome test results were given to 158 moth-
ers in England, with tragic consequences. Let’s see how this happened.

One of the best-known computer bugs is the Millennium Bug, which is
also known as the Y2K bug. Unlike most bugs, the Millennium Bug is very
easy to understand. We'll first explore what the bug was, then show how it
caused incorrect Down syndrome test results.

When digital computers started to get popular, around the 1950s, no-
body thought about the end of the millennium: it was still a lifetime away.
Computers in those days were slow and expensive, and what programmers
worried about was saving time and money. It was natural, then, to write
dates in a cost-saving shorthand. Instead of writing years in full, like 1950,
1960, or 1967, they were programmed in a much tighter form using only the
last two digits, like 50, 60, or 67. The two digits of the year use only half the
space, and can be processed twice as fast. If you were storing the birth dates
of, say, thousands of patients, the savings would have been worthwhile. Ev-
erybody — and every computer — benefited from the efficiency gains.

Computers very soon became smaller, faster, and enormously popular.
They started to be used everywhere. People started to lose track of them:
they were used in lifts, in microwave cookers, ticket machines, airplanes,
nuclear power stations ... they were in everything.

I was born in 1955, so in 1956 I had my first birthday. If a computer
treated my date of birth as 55, and treated the year 1956 as 56, then it would
have done the quick calculation “56 minus 55” and, of course, got the right
age: I'd have been one year old in 1956 &1

I grew up through the 60s, 70s, and 80s, and I didn’t see the problem
coming. Nor did a lot of other people.
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A computer could work out my age whenever it was needed. So, over
the last few years of the millennium — 1995 to 1999 — my age would of
course have been 40, 41, 42, 43, 44 in each successive year. In each year,
the computer would have done the sum 95 — 55 = 40, or 96 — 55 = 41,
and so on. But in 2000 the computer would calculate my age not as 45, but
as minus 55! My age would have been calculated by doing the sum 00 — 55,
getting the nonsense negative age of minus 55. That’s the Y2K bug in a
nutshell.

The Y2K bug potentially affected every computer in the world and almost
everything they did. When people realized the scale of the Y2K problem an
international effort rapidly got underway to fix it. The huge amount of work,
and the very short time left to do it in before 2000, created enormous pres-
sure. In the UK, even prisoners helped out as they ran out of programmers.

Fortunately, most of the bugs were fixed in time, but unfortunately some
were missed 2l

Here’s a tragic story of a missed and misunderstood Y2K bug.

The chances of giving birth to a Down syndrome baby increase with age,
and many mothers opt to have a Down syndrome test. In 2000, incorrect
Down test results were given to 158 women in England, thanks to a missed
Y2K bug that had been overlooked. Tragically, some terminations were car-
ried out as a result, and some Down syndrome babies were born to mothers
who had been told their tests put them at low risk.

The Down syndrome test relies on lots of measurements, including blood
tests, number of weeks into pregnancy (based on ultrasound measurements),
and the mother’s age and weight. The test mixes these measurements in a
complex formula to estimate the risk of Down syndrome. Thanks to the Y2K
bug in the program, any pregnant mother tested in 2000 would have seemed
to have a negative age, which would inevitably mess up the calculations.

The incident has now had an inquiry, and there is a long report on it.22
The report presents a catalog of chaos, under-staffing, under-resourcing,
lack of digital skills, and lack of awareness of the need for digital compe-
tence.

It’s curious that the report’s authors and consultants had no digital qual-
ifications themselves. The report did not explicitly see the test’s Y2K prob-
lems as a symptom of digital incompetence — lack of training, skills, and
supervision — and therefore it contributed no useful learning to improve
digital healthcare after the experience. They saw it as a one-off problem .2

The Down testing service had been running successfully for ten years,
and the hospitals using it had become over-confident; what could possibly
go wrong with such a reliable service? When midwives first noticed that
some test results looked strange, the hospitals thought they were just differ-
ent women. Not a bug, let alone a systematic bug. Midwives started to raise
the alarm, and the bug was finally identified as such in May 2000.

Responsibility for the program had ended up with a single, self-taught
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hospital IT specialist, an anonymized “Mr W,” who was unsupported and out
of their depth. The entire line management was clearly out of its depth, too,
as this critical role was not properly supported or supervised. 23 The NHS,
rightly, ended up with a huge compensation bill. &

This easily avoidable bug,® combined with a failure to regulate digital
healthcare to avoid bugs, and develop and manage digital systems profes-
sionally, turned into a disaster for mothers and babies.

The story is typical.

First, everyone thinks developing a digital healthcare system is easy. Ini-
tially, using the system seems absolutely fine, but then something happens
that the system can’t cope with. Things go wrong, and patients are harmed.
Unfortunately, it is very hard to notice when things go wrong like this; you
need a level of suspicion, critical thinking, and technical knowledge of how
digital systems can fail. With the Down Y2K bug, some patients were harmed
before the midwives had noticed there was a systematic problem.

There must be competent external oversight, because you can’t know
what you don’t know — somebody else needs to look. Of course, there’s no
reason why healthcare professionals should be expected to have the highly
technical skills to spot, let alone avoid, the problems that arise; healthcare
needs more competent digital experts. Indeed, even the investigation team
for the Down Y2K bug had inadequate computing expertise to interpret the
digital evidence so there could be useful, wider learning. &

The Down tragedy shows the importance of routinely monitoring every-
thing for unusual activity — ironically, this is one thing computers are very
good at. Many people, though, think the important lesson to learn from this
story is that healthcare has a skills problem: there should be more formally
qualified IT staff B8 Given the poor quality of digital systems, better qualified
staff would certainly help, but, really, the true cause of the problem is the
low quality of digital systems in the first place.

m

In 2002, a car knocked my student Nick Fine off his motorbike. Nick was
taken to hospital, and he was hooked up to various drugs to help him recover.
Being a hemophiliac, he was given a clotting factor through a syringe driver.

Syringe drivers have a motor in them that pushes a syringe, which squeezes
the drug down a tube which is usually inserted into a vein in the patient’s arm.
The syringe driver has a little computer in it to control the motor and how
fast it runs. It also does important things like sensing whether the syringe is
jammed, as might happen if the tube is kinked and blocked.

Nick’s syringe driver had a large paper notice stuck on it, warning staff
not to touch any of its buttons.

If you need to stick such notices on hospital equipment, there’s probably
something wrong with the design.

2 See Chapter IJ]: Avoiding the Down test bug, page —
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Figure 4.1. My computer simulation of the Graseby 3400 syringe driver. In my

simulation, as you press the buttons (or click on them with a mouse) the lights and
screen change exactly as on a real, working Graseby syringe driver.

Why didn’t the manufacturers of the syringe driver, Graseby, find out
how their product would be used, and build in features so that it was easier
and safer to use? Why does anyone need to rely on labels that may fall off?

So, sensing a story, I bought myself a Graseby syringe driver like Nick’s
to see how it worked.

To help me really understand the Graseby syringe driver, I built a com-
puter simulation of it and made some videos that you can watch.E

It was while building this simulation that I discovered a timeout issue —
I was spending too long trying to understand it, and it went and timed out
on me. I was trying to understand how entering drug doses worked, and as I
tried to enter 0.5 mL per hour, I paused just after pressing the decimal point
(so I could make sure my simulation worked exactly the same way), and the
thing got bored waiting for me and timed out. It also zeroed the number I was
entering. I'd found out that if you entered a number slowly for any reason,
the number you actually entered could change — sometimes in surprisingly
complicated ways. For example, if you enter 0. (that is, zero followed by a
decimal point) it might get changed to 0 (with no decimal point), so entering
0.5 mL per hour slowly could end up as 5 mL per hour, which is ten times
higher than you intended. If you are doing a complex job — like paying
attention to a patient — you may never notice.

A ten-times overdose could be very serious, so I wondered why the sy-
ringe driver had been designed the way it had. Was the timeout there be-
cause it somehow helped how the thing was used in hospitals? I realized
I didn’t know enough. At this stage, I didn’t know whether this “problem”
was my lack of understanding of how the device was supposed to work, or
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whether it was some genuine problem in the design that might trip up users
of it. I would soon find out.

So I met up with an anesthesiologist, and scrubbed up to join in some
operations. I took a low profile, did what I was told, and generally kept out
of the way. I just watched what happened.

A patient was wheeled up for our first operation. He had been in a fight
and had had his jaw broken. The anesthesiologist set up the equipment so
that the patient could be anesthetized.

The anesthesiologist started talking with the patient to find out things
like how much he drank, as that would affect how much anesthetic he might
need. The anesthesiologist entered the patient’s weight and then the right
dose rate of the drug (fentanyl in this case) into the syringe driver. Several
times the anesthesiologist got a bit flustered and, as he was also talking to
me, he said he didn’t really understand the syringe driver. He got it sorted out
eventually, and the patient went under, and we took him into the operating
room.

While the surgeon was putting wires in the patient’s jaw, I asked the
anesthesiologist about the Graseby syringe driver he’d been using, so I could
try to figure out what had caused all his problems with it. What we worked
out was because the patient had come to theater with a broken jaw, he was
having difficulty talking, so the anesthesiologist had taken “too long” to en-
ter the drug dose. The syringe driver had silently timed out, making a mess
of things. So the anesthesiologist had to try again and again as the problem
kept repeating.

Fortunately, anesthesiologists pay close attention to what’s happening to
the patient, and nothing went wrong for them — this time. I was interested
that the anesthesiologist blamed himself for not properly understanding the
syringe driver, when the reality was that it didn’t understand how to be safe
in a real, demanding operating room. More to the point, its designers hadn’t
understood.

This is just one example where the digital system — here a syringe driver —
is critical in achieving the clinical effectiveness of a drug. The drug itself has
to pass very stringent regulations, to ensure it’s safe and effective, but the
syringe driver has very little regulation, beyond having to be electrically and
mechanically safe.

The next operation I attended, the ventilator crashed.

When you are anesthetized and given a muscle relaxant (so your body
does not twitch when it is operated on) you can’t breathe unaided, so the
ventilator is programmed to pump gases into your lungs at the appropriate
rate, taking so many breaths per minute. So when the ventilator screen an-
nounced that the ventilator’s computer had crashed, the error message it dis-
played proved it had not been designed for safe use in healthcare [figure 4.7).
That is, the error message came from the operating system, the ventilator it-
self had crashed without it being prepared for the bug that crashed it.
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Abort, Retry, Fail? _

Figure 4.2. A ventilator has crashed, but there is no explanation of the problem,
and the choices “Abort” and “Fail” don’t help get the ventilator working, and the
choice “Retry” is futile unless the program has sorted out the bug that caused the
failure. The only sensible option — which is not stated — is to switch the ventilator
off and on again, so it reboots and hopefully sorts itself out in the process. This error
message appearing on a ventilator proves the system was not designed for safe use
in healthcare.

The anesthesiologist quickly got up and rebooted the ventilator, and then
had to re-enter all the patient data (lung capacity, and so on) and restart it,
which took a while. “You’ll report it?” I said. The anesthesiologist said
nothing had happened to the patient, so no, he wouldn’t report it. I said if
the surgeon had stood on one of your lines or there had been another problem
at the same time, would that have been OK? Probably not.

I and the anesthesiologist may have had a slight misunderstanding. Since
nothing happened to the patient, there was no adverse event that required re-
porting as a clinical problem, but there was a device malfunction that should
have been reported as a device problem. By not reporting the device crash-
ing, nobody will learn that the ventilator has a bug, and nobody will look into
it and fix it. One day it may happen again at a more critical moment.

=

In an ideal world, medical devices — and especially digital medical de-
vices — support the needs of the doctors and nurses, and ultimately support
the needs of the patients and their treatment. But go into many hospitals,
and sticky notes and other workarounds are visible everywhere [figure 4.3)).
You can argue that this is staff breaking standard operating procedures
(SOPs), and they should be reported, or that this is an indication that the
digital devices are inadequately designed and that the local staff are trying
to improve patient safety — in which case, the device designs should be im-
proved. Sometimes both.

Are they notes from one nurse to the next to help make handover more
reliable? If a sticky note is saying, “Don’t give more than 10 mLs,” why
doesn’t the device keep track of that and make sure no such error happens?
If a note is saying, “This is insulin,” why doesn’t the device itself help keep
track of that and make sure it really is insulin? If a note is saying, “Refill at
10 pm,” why doesn’t the device keep track of that and make sure it is refilled?
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Figure 4.3. A poorly baby in a US hospital bed. Sticky notes attached to digital de-
vices are workarounds showing that the devices (in the picture, syringe drivers and
infusion pumps) are not adequately designed to support the needs of the health-
care professionals using them. What happens if any sticky note falls off? Or, worse,
if any sticky note is put on the wrong device?

If a note falls off and something terrible happens, will the nurse go to
prison? Did the sticky note postpone things going wrong earlier or did it
contribute to the problem? Isn't it time to design more safely?

There is similar practice in low-income countries, too [figure 4.4): in
these places, there is no alternative to post-it or other notes to help manage
patients lying spread out on the floor along hospital corridors.

Yet, in all countries, why don’t digital devices themselves help keep track
of the details that nurses so clearly need? Why aren’t manufacturers making
devices that support the needs of patient care; for instance, nurses’ notes
could be saved and shown on each device, managed by computer and (in
principle) made much more helpful — and there need be no possibility of
the notes for one device being mixed up with another device’s notes.
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Figure 4.4. Patients lying along a corridor in a Mexico City hospital. Sticky notes
are being used to keep track of vital information on drips. There are no digital
devices, unlike in — though even there sticky notes were still needed.

The Children’s Hospital, Pittsburgh, USA, brought in a new system called
PowerOrders, and got it installed in just six days. PowerOrders is for organiz-
ing orders, such as admitting patients and ordering treatments; PowerOrders
was developed by Cerner as part of their PowerChart system.

The hospital wanted to know how the implementation of the new system
affected deaths among children who were transferred (e.g., in ambulances)
between hospitals into their specialized care.

I've drawn a bar chart [figure 4.5) based on their paper.Z

What the chart shows, and what the paper argues at greater length, is that
death rates more than doubled after their new computer system was installed.
Each bar in the graph shows the children’s mortality over each quarter, cov-
ering the 18-month period of their survey. The stepped line running across
the graph shows the average mortality before and after the new system was
implemented. So in the first year, the average mortality was 2.8%, as 39
out of 1,394 children admitted over that year died — remember that these
are sick children, and, as a specialized facility, the Children’s Hospital would
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Figure 4.5. Death rates of transfered children on a pediatric ward in a US hospital,
before and after a new computer system was installed. 2

expect to get very sick children that other hospitals had transferred to them
for better treatment, including better end-of-life treatment.

The hospital ran Cerner Millennium, and this new PowerOrders system
was installed as an “add-in” module to Millennium towards the end of month
13 of their survey. You can see the jump in mortality rate occurs at the same
time, sometime during the fifth quarter in the bar chart. The average more
than doubles.

Naturally the Cerner Millennium paper is controversial as many people
want to disagree with its findings. It’s not only an old survey, but maybe
the doubling of the death rate happened because of something else? The
trouble with powerful stories is that you do not know how representative
they are of the rest of the world. You can't tell if the lessons from the story
are about this ward, this hospital, this new computer system as implemented
in this hospital, or are about something more general and we should all take
notice. A stronger criticism liked by traditionalists is that the study wasn’t
a Randomized Controlled Trial — an experimental method designed to
address such concerns, which I'll discuss later.

Despite the age of the paper, the Cerner Millenium type of problems are
still around. When an Epic system — like Cerner Millennium, another well-
established digital healthcare system — was implemented at a leading UK
hospital, Addenbrooke’s Hospital, in 2014, they had a large drop in Accident
and Emergency performance, among other problems, and Epic became un-
stable. A “major incident” was declared, and ambulances had to be re-routed
to other hospitals.Z The details may change but the big picture hasn’t &

But if you want to dismiss the paper, you should worry that doing and
publishing this sort of research work is heavily constrained by gag clauses,
whereby the manufacturers and vendors of systems systematically under-

b See Chapter P§: Randomized Controlled Trials, page 93 —



42 | CHAPTER4

mine good research.B! For example, hospitals have to sign contracts with
suppliers — to be permitted to use the systems — which then stop them shar-
ing anything about them, particularly pictures such as screenshots, even if
there are incidents causing patient harm. This means that other hospitals
will be unable to learn from problems, and the research community will not
be able to find solutions. On the other hand, it means the manufacturer’s
reputation is protected.

® The gag clause problem, combined with hospitals’ reasonable
concerns about patient confidentiality, is why this book doesn’t
discuss hospital systems as much as medical devices. Fortunately,
small devices like apps and infusion pumps are also much easier to
access and are much easier to describe in detail without getting too
boring. You can also acquire them easily (you can easily buy all of
those discussed in this book), and check my claims if you want to; in
contrast, confidentiality and gag clauses would severely restrict your
access to hospital systems.

Whatever the Pittsburgh study’s shortcomings, it’s surprising that an es-
tablished computer system such as the one they installed — not a brand new,
experimental one — had such problems. I don’t know details of the con-
tracts, but perhaps there should have been precautions; maybe the hospi-
tal should have contracted that the manufacturers must ensure the systems
work reliably, and that until it’s shown to be an actual improvement, they
wouldn'’t be paid in full. After all, that’s what happens with new buildings:
there is a period of “snagging” when the architect and client go round the
building pointing out and getting the builders to fix the remaining problems.

Manufacturers might argue that this idea isn’t workable. For too long,
digital businesses have got used to rapid and easy turnaround — and by Cat
Thinking,® so has everyone else — but this is not how to develop safe and
reliable digital solutions for complex systems like healthcare.

The Pittsburgh paper® discusses some of the reasons for the jump in the
fatality rate. One was that before the system was installed, when a child was
picked up by ambulance, the paramedics at the scene could call the hospital
by radio and ask them to get ready for the patient. The hospital would prepare
the necessary medications.

Now, with the newly installed PowerOrders system, the hospital can’t get
things ready until the child is fully registered with the system, so there is a
delay because they have to wait until the child arrives at the hospital. Another
reason was that, although the new system promised increased productivity,
in practice it required someone to actually use the computer. That, in itself,
took those clinicians away from directly looking after patients — the paper
says that, previously, a paper form might be filled out in a “few seconds,” but

¢ See Chapter [J: Cat Thinking, page B3 <
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the computer form takes ten clicks and several minutes.

The computer system delayed treatment and reduced the effective num-
ber of staff available for patient contact. Sometimes the computer required
the full attention of a doctor for 15 minutes to an hour, as other clinicians
tried to stabilize the patient.

Other times, the Wi-Fi system got overloaded and the computer systems
would freeze during heavy periods, and then nothing could be done. If a
pharmacist accessed the system to prepare some drugs, the nurses in the
ward were locked out of the system, because the system could not cope with
two people looking at the same information. Why isn’t it obvious that to
be of benefit, a new system must be an improvement over and beyond any
inefficiencies or problems it introduces.

No doubt the hospital has started to sort out these problems, but it’s im-
portant to remember that this was not a totally new system where any of
these problems could have been excused as a surprise. It had been used
elsewhere, and the manufacturer, Cerner, had years of experience behind it.
Yet the death rate doubled.

Six years after the Pittsburgh Children’s Hospital paper was published,
Dr Hadiza Bawa-Garba, together with nurses Isabel Amaro and Theresa Tay-
lor, was working in the Leicester Royal Infirmary in an under-staffed ward
when Jack Adcock, a poorly six-year-old child with Down syndrome, was
admitted. Bawa-Garba ordered blood tests, but the computer system, iLab,
was down. A junior doctor spent most of the day on the phone trying to
get the results — the IT failure exacerbated the staff shortage, and increased
everyone’s workload:

A failure in the hospital’s electronic computer system that day
meant that although she had ordered blood tests at about
10.45am, Bawa-Garba did not receive them until about
4.15pm. It also meant her senior house office was
unavailable. 22

Provision of care was dogged by the break down in IT facilities
for the whole hospital, meaning that the team were constantly
phoning to try to get results. Even when back on line, the flag
system for abnormal results was down. The nursing staff were
hard pressed, with staffing and equipment shortages logged.
[...] Due to hospital IT failure the Senior House Officer was
delegated to phone for results from noon until 4pm. [...]
Therefore on this day Dr Bawa-Garba did the work of three
doctors including her own duties all day and in the afternoon
the work of four doctors.E3

At the end of the day, sadly Jack died of sepsis.
The clinicians were indicted for gross negligence manslaughter. Theresa
Taylor was cleared, but both Hadiza Bawa-Garba and Isabel Amaro were con-
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victed, and struck off the General Medical Council (GMC) register and the
Nursing & Midwifery Council register, respectively.

Thousands of Bawa-Garba’s colleagues signed a letter of support, stating
the case would “lessen our chances of preventing a similar death.”B4 So far as
I know, no comparable campaign has been made on Isabel’s behalf, though
the case made against her would have been different.

A tribunal of judges at the Court of Appeal said in August 2018 that
Bawa-Garba’s actions were neither deliberate nor reckless, and that she does
not pose a continuing risk to patients. But she remained suspended for a
year.

In the mass of discussion about this controversial case, I haven’t found
any mention of improving the hospital IT systemsE3 — yet everybody in the
hospital depends on reliable digital systems, and when they fail so badly that
they contribute to manslaughter, one would expect some public acknowl-
edgment and serious effort to improve them.

I wonder why such unreliable digital systems are used, and why hospi-
tals put up with them, and why criminal investigations pay so little attention
to the system failures. Perhaps it’s because blaming the doctors and nurses
seems to solve the problem. If nothing else, the problem becomes a whole
lot simpler: you don’t have to understand any complicated systems, you just
focus your sense of betrayal against a person who, you’re saying, let the pa-
tient down. Telling somebody off, retraining them, disciplining them, or
sacking them, is cheaper and will appear to be doing something; hospitals
even have standard processes that can swing seamlessly into action to start
formal procedures to do this.

Once there is a scapegoat, everybody feels getting rid of the scapegoat
takes away the problem — but the systems are left unchanged. To change
the systems would mean admitting that the hospital and, in their turn, the
IT developers and suppliers, had made mistakes, which is a harder problem
to admit, let alone understand. It’s also far more costly to fix.

So, unfortunately, the next doctor or nurse will face the same problems.
Ultimately, this will create a climate of fear where clinicians do not want to
speak up. It then gets worse: if there is a culture where nobody is speak-
ing up, certainly nobody wants to be the first person to confess to an error,
which itself further reinforces the culture. The system will then believe “ev-
erything is fine” and “errors don’t happen here,” and the culture of denial
gets entrenched right across the organization.

Healthcare is supposed to have a just culture,Z which includes the
idea of the substitution rule. The idea of the rule is that if anybody else
(with similar role and qualifications) would have been caught up in a similar
incident under the same circumstances, then the individual should not be
blamed because the problem is the system. The system has failed.

Blaming Bawa-Garba and the nurses is unjust by this rule, a point taken
up by Rachel Clarke, blogging in the British Medical Journal: as she put it,
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Box 4.1. Bugs are often obvious in manuals

Often training material and documentation helps users understand de-
sign problems with systems. For example, the manual notes for Cerner
PowerOrders says (with my italic emphasis):E1

Large PowerPlans may take a few seconds longer to process,
and if the As Of button is clicked before the plan has
completed processing it will cause the plan to revert back to
the Planned Pending stage and could potentially create
duplicate orders outside of the plan.

This is not only useful advice to help users avoid problems, but it also
shows clear descriptions of unnecessary bugs that should be fixed. Nobody
wants duplicate orders. By putting this comment in the manual, Cerner has
turned the bug into the user’s problem. I'm also surprised that large plans
may “take a few seconds longer to process”: that’s something else that needs
fixing. It all begs questions about how PowerOrders is implemented.

Instead, such descriptions in user manuals should be seen, not as bugs
to explain, but as bugs to fix. Then the manuals can be revised and become
simpler. Fixing most bugs would be quicker than explaining them and how
to manage the problems they cause!

Hadiza Bawa-Garba could have been any member of frontline staff. B8 More-
over, blaming Bawa-Garba and the nurses does not help improve the system,
nor does it help anyone else — not even patients. In fact, the hospital lost
several people in the fallout from the incident.

Ten years later, Dr Hadiza Bawa-Garba returned to medical practice —
after having to crowd-fund around £350,000 for her legal case.

As Jenny Vaughan, chair of the Doctors’ Association UK and lead for the
Learn Not Blame campaign, says,

Healthcare desperately needs an open, transparent, learning
culture, where harm is minimised by learning from error and
failings. Scandals such as Mid-Staffordshire,E Gosport,? and
Morecambe Bay® repeatedly demonstrate how a culture of
defensiveness and denial can escalate into widespread
cover-up, leaving families fighting for answers.

The climate of fear among the medical profession created by

the GMC'’s actions over Bawa-Garba only makes it more likely
that this will happen again. Jack Adcock should have received
better care, and his tragic death was the result of

systems failure E

d See Chapter f: Gosport War Memorial Hospital tragedy, page B4 —
¢ See Chapter B3: Morcambe Bay NHS Trust and Joshua’s Story, page 79 —
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Dr Marie Moe is a well-known international medical cybersecurity re-
searcher®l She has a heart pacemaker.

Visiting London in 2011, Marie traveled on the London Underground
(metro) to Covent Garden, where she climbed up the stairs from the depths
of the station. She lost her breath and was struggling. She didn’t know there
were 177 steps! But something was wrong.

She’d been living perfectly well for a few weeks since having had the
pacemaker, but climbing the stairs at Covent Garden was the first time she’d
done any real exercise since the surgery when it had been fitted.

As Marie climbed the staircase at Covent Garden, her heart rate climbed.
Her heart rate soon reached 160 beats per minute maximum, as fixed by
her pacemaker. Her pacemaker then hit a problem, and went into a “2:1
atrioventricular block (AV block),” a sort of “safe” mode, which means your
heart gets forced down to half the pulse rate,E2 so she went from 160 to
80; it’s a really horrible feeling, as you need a higher rate and you aren’t
getting enough oxygen. This rate was hardly enough for the demands she
was putting on her body! She collapsed and, fortunately, slowly recovered.

Each patient’s pacemaker is programmed specially for that patient. Most
patients with pacemakers are old, so the default setting for the maximum
heart rate for Marie’s type of pacemaker is only 160 beats per minute. But
Marie is fit and young, and quite able to exercise and put higher demands on
her heart. She should have had a much higher rate preset. The default rate
had not been corrected when her pacemaker was first programmed.

The sort of pacemaker programming device Marie needs looks like a large
laptop computer [figure 4.6). Marie is a computer scientist, so she tracked
down the problems. The user interface of Marie’s pacemaker programming
device got the numbers wrong, and the nurse setting up her pacemaker did
not know she was making a mistake because the user interface design had
a bug that misled her. It was a bug that led to the wrong maximum being
set. (It’s also strange that the pacemaker programming device does not alert
the user to confirm all settings have actually been correctly set for a new
patient.) In other words, a bug in the pacemaker programming device caused
the incorrect maximum heart rate setting.

The good news is that Marie persevered and got her pacemaker’s prob-
lems fixed. She is still alive and well. Another patient, less technically savvy,
might have been forced to live a quiet life at a reduced speed just to avoid the
problems. We’ll meet Marie a few more times again in this book, with a few
more of her stories.f8

=
To put the examples of this chapter into perspective, the US Food and

f See Chapter [[3: Marie Moe’s pacemaker and cosmic rays, page P48 —
& See Chapter BJ: Marie Moe runs New York Marathon, page 27 —
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Figure 4.6. Checking and reprogramming a patient’s pacemaker. The circle on

the patient’s chest uses Wi-Fi (or similar) to connect to the implanted pacemaker,
letting the nurse look at the pacemaker’s settings on her laptop-like pacemaker pro-
gramming device. The good news is that the pacemaker can be configured wire-
lessly without needing an operation to open up the patient’s chest; the bad news is
the pacemaker programming device and the pacemaker itself may have bugs.

Drug Administration, the FDA, formally records over 140 medical device re-
calls per year due to user interface software problems — and they know there
is a lot of under-reporting.E The true figures are higher. Those are medi-
cal devices recalled within the US, and, as I've shown above, there are many
faulty devices that nobody is realizing are inadequate. If nurses, doctors, and
patients were more safety-conscious, more aware of the value of reporting
digital problems, the recall figures would be higher, probably much higher.
When a nurse or doctor gets caught up in an error, they are probably
stressed and focused on the patient’s needs, so carefully diagnosing and ac-
curately reporting technical details of any problems will be the last thing on
their mind. The patient in front of them is, rightly, far more important. This
means there is little drive to improve the systems, yet future patients will rely
on the systems being safer to avoid or block the same errors occurring again.

=
It’s amazing what computers can do. It's amazing when a dog dances;
but dogs don’t dance very well, and nobody dare say so in case they upset
the circus.



Denise Melanson died after a
calculation error that led to a
drug overdose. What can we
learn from the incident?



Fatal overdose

Denise Melanson was being treated at the Cross Cancer Institute in Alberta,
Canada. She had throat cancer and was being treated with chemotherapy.
The dose in chemo is critical: too little and the cancer is not treated, or too
much and other organs and tissues get damaged by the chemo. Even with
a correct dose, chemo usually has side effects like losing your hair, but an
overdose is dangerous. Many chemo drugs don’t have antidotes if there is
an overdose.

Denise was on a regular dose of fluorouracil, one of the most commonly
used drugs to treat cancer. She was getting her fluorouracil from an Abbott
AIME Plus infusion pump that, very conveniently, she was able to carry
around with her.

When her bag of fluorouracil ran out, Denise would go back to the Alberta
Cancer Care Centre and get some more. Her bag would be replaced, and
nurses would press buttons on her infusion pump to set the rate of the new
drug infusion correctly.

Normally two nurses are involved in the calculation. The idea is that if
one of them makes a mistake, the other nurse will notice. Unfortunately, on
one day in 2006, the two nurses both made the same mistake. Together they
agreed to program the infusion pump with a dose that they didn’t realize was
24 times too high.F There are 24 hours in a day, and the correct calculation
involves 24 hours. Unfortunately, both nurses, by chance, omitted to divide
by 24 in their calculations. They agreed their answers, but they were wrong.

Denise Melanson later died from the overdose.

The two nurses had to do a calculation. The picture [figure 5.1)) is taken
from the official report,B hence the doctor’s names and a few other details
have been anonymized, as in the report itself.

The drug bag is filled and labeled by the pharmacy in the hospital. The
nurses’ job is to read the prescriptions, check the labels, connect the drug
supplies to the infusion pump, check or connect the lines to the patient, work
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Figure 5.1. Original fluorouracil drug bag label for Denise Melanson. Black pen

marks anonymize names, as in the original report.®

out what dose is required, prime the infusion pump, and then program® it
to deliver the required dose. It’s a lot of work, and, in particular, the drug
dose calculation is rarely easy.

Curiously, the pharmacy had already done the correct calculation (which
is 1.2 mL per hour), but they — or, rather, their digital printing system — had
buried it in the mass of other numbers on the drug bag, as can be seen
Ed). It seems strange that nurses are asked to do the calculation again. It
risks making errors. Years ago, before computers, it might have made sense
for the nurses to check the calculation, but now that computers are better
than people at doing calculations, it’s counter-productive.

Another curious feature of this sad story is it begs the question why can’t
nurses easily tell an infusion pump to deliver the same rate as it was doing
a moment ago? In the cases here, the infusion pump “knows” that 1.2 mL
per hour has already kept a patient alive up until this moment in time, so
why not let the nurse just carry on with the same rate? If a different rate is
entered (as happened here), the infusion pump should check if the nurse is
sure and prompt them to confirm the change to the new dose rate.

Here’s another critical problem: calculators have no idea what you are
trying to do. So if you make any mistakes, you just get the wrong answer
with no warning. If, for instance, a nurse misses out keying in the B 24 bit,
the calculator will be perfectly happy. If both nurses miss it out — remember
that part of the calculation was especially tricky to follow — then both nurses
will agree what the answer is, but they’ll both be mistaken, though in exactly
the same way. They’ll both get 28.8 mL per hour, and as the drug bag also
has that figure on it, it seems to confirm they’re both right: 28.8 is the first
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Box 5.1. Using a calculator

Denise Melanson’s two nurses used a calculator and mental calculation, but
let’s see how calculators would work out her chemotherapy dose.

The drug bag’s label gives us about 15 numbers, depending on what you
want to count as a number. The nurses have to select the right ones to do their
calculation. To cut the story short, here is the correct calculation. The dose
is given as “5250 mg/4days (1312.5mg/24h)” on the label, but to program
the infusion pump we need a dose per hour, so 5,250 needs dividing by
4x24 (or1,312.5 needs dividing by 24). We also need the dose rate to be in
milliliters per hour, so we must divide the milligram rate by the concentration,
which is given as “45.57 mg/mL.” In all, the nurses need to do this:

5,250
- ~+ 45.57, which will be in mL per hour
4 x 24

We need to translate this into calculator-speak. Here’s how it has to be
done on the popular Casio HS-8V calculator:

5250 4B 22 B 4557|188

It’s difficult to check this going to do exactly what you want. For example,
I used the fact that dividing by dividing is the same as dividing by multiplying
— thatis,a+ b+ ¢ = a+ (b X ¢) — a fact that isn’t very obvious, and
you cannot be sure will work on your calculator until you test it.E Indeed,
as many “arithmetic laws” do not work on calculators you may be better off
using paper, or at least using it to help check your results, because you can’t
rely on any laws until you've checked your calculator obeys them.

General-purpose calculators (almost all handheld calculators, mobile
phone calculators, desktop calculators, and more) are a mess, and should
never be allowed in hospitals to do critical calculations.

number on the line. It’s prominent and not in brackets; it’s a contrast to the
correct rate (“1.2mL/h”), which is shown just after it in brackets — which
seems to make it less important.

In fact, the bag confusingly says “28.8mL/24h,” which is the rate per
day, that is per 24 hours, not per hour. We don’t know whether the nurses
thought the 28.8 was a rate per hour or that they accidentally missed out the
division by 24

The drug was given 24 times too fast. Denise Melanson got a 24-times
overdose, and died as a result.

Why is a drug bag printed with a numerical dose 24 times too high? Did
it act as confirmation bias, a widely understood problem affecting every-
body,? and encourage the nurses to think the wrong dose was correct? Why

2 See Chapter PJ: Confirmation bias, page P69 —
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mb per hour calc ulator ;
to Had Thimbkby » Sew Pesfar

Dose 5,250 mg per4 day
Concentration 4557 mg per mL

Rate 1.2 mL per hour

50 mL lasts nearly 42 hours
130 mL lasts nearly 5 days
1 litre lasts nearly 5 weeks

Daily dose is 1+31 gm

Clear all numbers )

1 litre lasts nearly & weeks

Paily dose is 1-31 am
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Figure 5.2. A typical screenshot from my app for calculating drug doses; as shown,
the screen is green and it’s displaying the result of its calculation. (Notice the large
decimal point and using smaller decimal digits to make the value easier to read
correctly.) The app beeps and the screen will go red and explain errors if there
is any problem with the calculation, such as the user omitting details of the drug
concentration — tapping the tabs at the bottom allows the user to revise any input.
What you can’t see is that the code was formally developed and tested.

isn’t the pharmacy, which prints the drug details, better informed about the
actual infusion pumps in use? They should only have printed the correct
dose for the pump in use.

It would be a bit of extra effort for the developers to improve drug bag
labels, and make them easier to read. Given that millions of labels are used
worldwide every day, improving them even a little bit would save lives.

=

I was so alarmed by discovering so many problems with these drug dose
calculations and with calculators more generally that I programmed my own
app to do them more safely [figure 5.2). My app can still be downloaded if
you want to try it &

It’s hard to remove the possibility of error, but it is easy to design systems
to detect error, and hence reduce the chances of patient harm. My calculator
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can report 35 different error messages to the user to block and help them
recover from mistakes, compared to a standard calculator that can only say
“Error,” and only does so when there is a major problem (such as dividing
by zero). Unnoticed errors are the critical thing here. If you or the calculator
notices any errors, you can correct them (or try to correct them), but unno-
ticed errors by definition don’t get noticed and therefore don’t get corrected.
In the worst case after an error, harm happens to the patient, and when the
harm is noticed, it will be far too late to correct the calculation error.

I used Formal Methods® to design the calculator, and I paid close atten-
tion to good screen design — for instance, notice the easily visible large dec-
imal point shown in the screenshot B4 My calculator also explains how long
different volumes of drugs will last at this rate, which is redundancy (addi-
tional information presented in a different way) that helps users themselves
notice and manage errors. It would be worth doing longitudinal experi-
ments — experiments over the long term — because it’s likely that detect-
ing more errors, as my calculator does (in fact, as any well-designed digital
healthcare system could), will help make users aware of their errors, and
in the long run you'd expect them to improve, as the calculator gives them
helpful feedback on their performance that no other calculators do.

Reducing the number of errors is important, but more important is re-
ducing the impact of errors on the results. To reduce patient harm, the mag-
nitude of the errors in the final result needs to be reduced, not just how often
errors occur. Research suggests that the error-blocking techniques used by
my calculator can halve the number of significant drug dose errors that will
reach the patient.&l

Even better, of course, would be to get the pharmacy computer to print a
drug bag label that had already done the calculation, and so save the nurses
all the work and risk of error. It’s easy to improve the design for a drug bag
label [figure 5.3). Or, rather, it’s easy to think you’ve improved something;
after all, we’ve got rid of lots of problems. But we don’t actually know how
this drug label will work in practice. We are thinking about the design while
sitting in a nice calm office, and that’s a very different environment from
where it will be used. We must do some experiments and evaluation be-
fore adopting any new design. We won’t know until the design is tested,
and tested it must be (it’s called User Centered Design or UCD,® which
includes Human Factors and other ideas I'll cover later in this book).

Put positively, once you start thinking about making hospitals safer, com-
ing up with ideas like simplified drug bag labels is very easy. But you’d want
to trial your ideas to see if they really make things safer. For example, I think
the QR code in my label design would help — it means nurses can easily
scan it, rather than read it, and have to write something down by hand. That
sounds easier, but perhaps it would only confuse, or perhaps the wrong QR

b See Chapter P7: Formal Methods, page B79 —
¢ See Chapter P: User Centered Design, page —
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FLUOROURACIL 50 mg/mL
Patient

Dose description:

5,250 mg over 4 days (1,312 mg/day)

This 130 mL bag will last 4 days [ ]
at 1.2 mL per hour

with a 12 hour reserve.

Bag final Concentration: 45.57 mg/mL
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Figure 5.3. My proposal for an improved drug bag label. The idea still needs some
further development and testing in real environments to improve it further. (The
black blobs in this picture anonymize names not disclosed in the original report.E)

code might get scanned. Or perhaps by the time we try a new design, RFID
tags would be a better idea than QR codes, or, seeing as technology is con-
tinually improving, there will be other ideas to try that I haven’t thought of.

When the new design is trialed, we can find out lots of other improve-
ments, such as deciding exactly what information on the drug bag helps peo-
ple. Too much will certainly confuse, but presumably a lot of the detail was
necessary — but we don’t know whether it really is necessary. We may also
find out other problems in the trials; for instance, the pharmacy has no idea
what infusion pumps are being used, which would sort-of excuse their un-
certainty of whether to say milliliters per hour or per day. So our trial starts
to have a wider impact, helping improve things across the hospital.

Then why do the nurses have to do anything? Why can’t all infusion
pumps be developed to read QR codes (or RFID tags) that link through to
unique codes that identify the device (they’ve already been invented: they’re
called UDIs, or unique device indicators)?? Why doesn’t the prescribing
doctor record the drug dose on the hospital computer system, and then the
computer itself tell the infusion pump directly? Why involve people and
introduce more sources of error when the whole thing can be automated?

=
Let’s return to the specifics of Denise Melanson’s case. Not only did the
nurses have to calculate the drug dose, they had to program Denise’s infusion
pump to deliver that rate over the next few days. The drug should have lasted
4 days, but because the drug dose was wrong, the entire dose was delivered
24 times too fast, over just 4 hours.
Denise was using an Abbott AIM Plus infusion pump, which is an am-

4 See Chapter PJ: Unique device identifiers, page —
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Figure 5.4. Denise Melanson was treated with an Abbott AIM Plus infusion pump.
The drawing above shows the Hospira-branded AIM Plus infusion pump | bought
from eBay to explore its behavior (Abbott split off Hospira in 2004). In some modes,
there are more than three options. The extra options are accessed directly by en-
tering the numbers 4, 5, 6, ... — which means the user will not know what features
they are selecting. B2

bulatory pump, meaning she could walk around using it. This is very conve-
nient and improves your quality of life enormously: you can have continual
drug treatment without being stuck in one place.

In the drawing [figure 5.4)), you can see the AIM Plus pump is offering
three options. If you press 1, 2, or 3, you select one of those options. You
can also press 4, 5, 6 ... and you will select other options, but you can'’t see
what they will do or even whether they exist.

You can also see option 2 is to choose pg/mL, meaning micrograms per
milliliter.

Canada’s Institute for Safe Medication Practices (ISMP) warns not to use
1 because doing so can cause serious errors. The ISMP has an important list
of rules covering similar avoidable problems:E3

® The Greek letter i1 (pronounced “mu”) means micro or one millionth;
so (g means a microgram, that is, a millionth of a gram. The problem
is that a handwritten y can easily look like an m [figure 5.5), and
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P9 MY Mg (Mg Mg Mg Mg Mg Mg

Figure 5.5. Can computers help eliminate wobbly writing? At the far left, the
handwritten unit is clearly pug: the Greek letter p followed by g — a millionth of a
gram. At the far right, the unit is clearly mg: the letter m then g — a thousandth of
agram. In the middle, how people often write less carefully, it could be either: is it
g or mg? If misread, it would lead to a dose error out by a factor of 1,000. The
recommended solution is never to use y, whether in handwriting or in digital dis-
plays, which may be copied and written down. Instead, always write mcg. Certainly
low-resolution digital displays must never be used, as they have the same legibility
problems as handwriting.

then an intended g may be misread as a mg, which means a
milligram — a thousand times larger. Equally, of course, a
handwritten m can be mistaken for a y, thus causing a number to be
misread as a thousand times smaller.

® ISMP is clear you should write mcg if you mean microgram: instead
of writing ug, you should always write mcg. Equally, all systems
should use mcg to be consistent, and not tempt anyone into ever
using ug, for instance when they remember or write down what a
screen has shown them. Sadly there are plenty of examples of death
from p/milli confusions and other handwriting misreading errors.&

® ISMP has similar safety rules for other abbreviations, such as never
using IU for international units. It is too easy to misread IU as 1 U or
even as 10 if the U is written badly. Imagine writing — or the
computer displaying — 21U in a prescription; it would be easy to
misread this as 21U, which means 21 units. IU can also be misread
as IV, which is an abbreviation for intravenous. Instead, always write
IU out in full as “unit.” It takes a little extra time to write it in full,
sure, but if doing this ever saves an error it will more than recoup the
time! Also, of course, all digital systems should write it out in full too.

® These rules are very easy to implement if you are a programmer:
using mcg, putting spaces after numbers, writing out IU as unit, and
so on — in a computer program this only needs doing once, and then
every time the system is used, everyone benefits from the improved
safety, with the busy clinicians doing no extra work.

The Abbott pump does not conform to ISMP’s standard advice; it uses
the Greek letter 1. It may seem to be sophisticated that the display can cope
with Greek letters, but it would be better to prioritize patient safety. The
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Figure 5.6. The Abbott “up” button (enlarged from figure 5.4) confusingly also
serves as a decimal point.

developers had years to get the design right and safe,® and presumably they
were experienced, and they should have known what they were doing.

Another quirky feature is the Abbott infusion pump’s keyboard. Look at
the up-arrow button one row up from the bottom of the keyboard (redrawn
larger in figure 5.6)). Putting the decimal point and up-arrow together saves
a bit of space and saves the cost of another button — but it’s at the risk of
inducing use errors, as the user may press the button expecting it to do one
thing and find it does the other.

The Abbott pump has lots of other odd features I think are unwise. Many
of its buggy features are common to almost every bit of digital healthcare,
particularly its poor handling of interactive numerals B3 Rather than me
going over a list of its design problems, a more direct approach is to see the
effect the problems have on nurses.

The Canadian ISMP did a root cause analysis (RCA) of the Denise
Melanson incident. Just as it sounds, an RCA seeks to find out the original
cause of an incident. Unfortunately, it is rather hard to decide how to stop
looking for causes, and it seems to me to be suspicious that RCA tries to find
“the” cause — see pox 7.1]. We’ll return to this problem in the next chapter.

The ISMP took five nurses from an oncology clinic in Ontario who were
familiar with the Abbott pump to go through the scenario that had led up to
the drug overdose. This exercise took them just two hours. This is what the
ISMP discovered:

® All of the nurses were confused by setup or selection of the mL per
hour drug dose rate.

® All pressed the “Start” button incorrectly.
® Three nurses needed hints to use it.

® Three were confused by the decimal point button, which doubles as
an up-arrow.

® Three of the nurses entered incorrect data, and didn’t notice.

¢ See Chapter P4: Sharp-end of the wedge, page B29 —
f See Chapter B: Swiss Cheese Model, page BI —
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® Two nurses were confused by the user interface but made no
negative comments about the design. The ISMP report says,

This lack of insight into design issues is very common
given that the healthcare world is filled with these issues
and healthcare personnel are rewarded for working
around them with little complaint.

® One nurse entered 28.8 mL per hour and didn’t notice the incorrect
rate. This is the same erroneous rate that was entered in Denise
Melanson’s fatal treatment.

The nurses obviously need retraining if this is the equipment that they
must use. But, you might ask, why didn’t Abbott hire some nurses (ide-
ally selected randomly from a range of hospitals), spend a few hours, and
find out these problems and fix them before they started selling the infusion
pumps? Lives could have been saved. Why didn’t they participate in the
investigation?

Why doesn’t everyone do this sort of User Centered Design (UCDS) ex-
periment routinely for every product — both during its design to improve it,
and after it’s on the market, to assess how safe it is? Why wait until some-
body dies? Indeed, why isn’t it a legal or regulatory requirement that digital
systems pass rigorous safety tests before they are put on the market?

Why didn’t the hospital do a quick and simple experiment like this while
they were deciding which infusion pumps to buy? Maybe they would not
have bought this infusion pump.

ISMP says (with my emphasis):

The provincial cancer board where the event happened took
an exceptional step and made the RCA [root cause analysis]
report available on the Internet to promote learning across the
country.

Why was it an “exceptional step” to make the investigation public, even
though, as ISMP says, the “Application of Lessons Learned Will Save Lives”
in the title of their news report on the incident? Why are insights into drug
bag label design, drug calculation processes, and digital infusion pump de-
sign routinely hidden? Why are recommendations for improving safe prac-
tice normally kept out of sight? It’s as if, most of the time, healthcare insti-
tutionally doesn’t want to improve.

=

If only somebody was curious and did experiments like the ISMP’s inves-
tigation before an incident, and reported the results publicly, manufacturers
would soon make better systems, and everybody would soon know how to

& See Chapter PJ): User Centered Design, page —
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choose safer systems: a double benefit. Lives would be saved. I suppose,
though, that while most people don’t think digital healthcare, including dig-
ital infusion pumps, digital pharmacy systems, and so on, are risky, there
will seem to be little point in doing the work. While it remains an “excep-
tional step” to make investigations public, the world will remain ignorant of
the risks, and nothing will happen.

If we did a “root cause analysis” of this chapter, the underlying thing that
made it possible was the generosity of Denise Melanson’s family in allowing
the investigation of her death to go public, supported by the Cross Cancer In-
stitute and ISMP Canada in making the investigation and its lessons learned
freely available.

If we make more incident investigations public, especially ones under-
taken so thoroughly, everyone will be able to benefit. Furthermore, it'd be
helpful if manufacturers also participated — as they do in the airline indus-
try™ — as only they are able to improve their systems. It would help everyone
if they did.

h See Chapter Pg: Planes are safer, page B47 —



Swiss Cheese famously has
holes, which can represent
the holes and oversights that
lead to harm. The Swiss
Cheese Model has become a
powerful way to help think
more clearly about errors and
harm.



Swiss Cheese

James Reason has a fantastic way of reminding us that when bad things hap-
pen, everything has gone wrong. It is never just one person’s or one thing’s
fault.

Reason’s idea is the Swiss Cheese Model. Swiss Cheese is famous for
its holes. Now imagine a block of Swiss Cheese cut up into thin slices. In
the Swiss Cheese Model, each slice represents a defense against failure, but
each slice is an imperfect defense because of its holes.

The Swiss Cheese Model, with its slices of cheese, is easy and memorable
to visualize [figure 6.1)).

The slices of cheese in the model shown [figure 6.1]), called “Doctor,”
“Pharmacy,” “Nurse 1,” “Infusion pump,” and so on, are names for the slices
of cheese taken from the story of Denise Melanson, already covered in the
last chapter.?

It is worth noting that some slices of cheese are more strategic than oth-
ers. If the standard operating procedures (SOPs) are improved or if the
pharmacy computer is improved, many things will improve to everyone’s
benefit. If instead an investigation focuses on the people at the sharp-end
(here, it might be tempting to think that Nurse 2 “should have stopped it”),
then nothing will be improved for future generations.

Some people take the Swiss Cheese Model as a literal, rigorous model,
but that is being too literalist. For example, the diagram I've drawn, if taken
literally, seems to suggest that the pharmacy allows something erroneous,
such as an error in the drug or the prescription, through to the nurses who
possibly allow something, through to the infusion pump allowing something.
But the nurse has also got a lot more going on. They have their training, their
experience, their knowledge of the patient from the patient records system,
they may well have distractions, they’ve had a long shift, and lots more. The
Swiss Cheese diagram doesn’t show any of that complexity.

2 See Chapter B: Denise Melanson’s fatal overdose, page 9 <
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Figure 6.1. Most illustrations of Swiss Cheese Models don’t go into details or show
enough slices, but here’s a worked example based on the previous chapter’s case
of Denise Melanson’s fatal overdose. Each slice of cheese schematically defends
against some errors, but no slice is perfect. If any holes in the slices coincidentally
line up, then harm can and will eventually happen. Clearly, there is no one cause
for the harm; every defense failed. (The drug bag label could be repeated as part
of Nurse 2’s defenses, but, logically, having the same slice in two places makes no
difference to the outcome.)

The real value of the Swiss Cheese Model is how it starts conversations
and stimulates thinking. In particular, it makes very clear that no failure, no
patient harm, is ever the fault of any one thing or any one person. Several
defenses have failed E

For the various holes in the defenses to combine into a disaster, all the
holes have to “line up.” There has to be a problem in the first place (illustrated
by the big ball on the left), and every defense has to fail. Itisn’t just the nurse
or doctor closest to the patient. Fortunately, most of the time, one or other
defense — another slice of cheese — blocks the problems and prevents them
from escalating.

An interesting point is that adding more slices of cheese won’t help much
if their holes are in the same place as existing slices of cheese. For instance,
more nurses adding checks probably makes little difference, because all peo-
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ple tend to make the same sorts of error under the same circumstances (as
we'll discuss in the Human Factors chapter). Indeed, research on double
checking is ambivalent.E8 Perhaps one nurse acting alone would be more
cautious? Perhaps the second nurse’s check is not very thorough? It seems
obvious to me that a computer being part of the checks would be better —
computers don’t work like people, so would tend to pick up errors humans
don’t notice; checking algorithms can be improved with data about experi-
ence; digital systems can be integrated with other systems so that some errors
don’t occur at all; and so on. Yet this is just me thinking it’s obvious. There
are lots of obvious things that aren’t so, and almost certainly more research
would uncover even better ways of making healthcare safer. More research
is needed.

The idea is that accidents happen all the time, but occasionally every
protection goes wrong and a catastrophe happens. Normally, at least one
defense — another person, a digital device, even something as simple as a
checklist — spots the problem, avoids it, or blocks it from escalating.

In reality, there are far more slices of cheese than I showed in my diagram,
but the point of the diagram is to prompt discussion, not to be a rigorous and
final statement of the causes of an incident. For example: how can we have
more slices of cheese? How can we have smaller holes? How can we have
fewer holes? How can we ensure holes don’t line up?

In the Swiss Cheese diagram [figure 6.1]), a doctor and a pharmacist are
shown as each intercepting one error, and no patient harm occurred from
those errors. I've also shown the patient as part of the defense system. En-
couraging the patient to be part of their treatment, including questioning it,
can reduce errors. The analysis of the Denise Melanson case doesn’t men-
tion Denise taking any part in her infusion or the calculations;E she had
had treatment before. If she had been actively involved, perhaps she would
have been surprised at being given a dose 24 times higher than last time, and
queried it.

=

If you Google “pharmacy error” you are bound to find numerous lawyers
telling you about how they can help get compensation. Here’s my retelling of
one tragic story of a child’s death in hospital, taken from Medical Malpractice
Lawyers, [vww.medicalmalpracticelawyers.com B2

In this story, lots of holes in many slices of cheese sadly lined up to-
gether. None of them on their own would have caused the death, but all the
errors together were overwhelming. In the end, the hospital settled a medical
malpractice lawsuit, costing it $8.25 million.

Using a digital system, a pharmacy technician entered incorrect data,
which resulted in an overdose of sodium chloride, which caused Genesis
Burkett’s death. A hospital spokesman said,

b See Chapter PJ: Human Factors, page P53 —
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Box 6.1. Programming with better cheese

As this book shows, digital systems are often slices of Swiss Cheese with big
holes in them. Computer programs are often very relaxed about errors.

Computers can be programmed in hundreds of languages (we’ll meet
some in this book) B JavaScript is popular, but is incredibly sloppy (as we’ll
see). In contrast, SPARK Ada is much safer. We’ll talk about it later, but here
are some key reasons to prefer SPARK Ada ...

Often people write programs and just hope they work. If they make ty-
pos, as they do, the programs will have bugs. In SPARK Ada programs have a
lot of rigorous mathematics in them, and the programs must be proved cor-
rect before they are used. The proof process eliminates holes, and certainly
finds numerous typos; it makes a tough form of cheese.

When you don’t really trust somebody to do something, you get lawyers
to write a contract, and all parties sign it to promise to do things properly.
Likewise, SPARK Ada (like a few high integrity programming languages) has
contracts built into it. People who want SPARK Ada programs to do things
literally have contracts with their programs — and the programs have con-
tracts with each other. These contracts are mathematical, and much more
rigorous than contracts written by human lawyers! In fact, it’s possible to
tell automatically whether a program can fulfill its contracts. Contracts elim-
inate holes in the cheese.

With SPARK Ada many holes (bugs) can never exist in the first place.
There are enormous advantages. The Millennium Bug® would have been
impossible (unless everyone, for some reason, wanted the bug). Interop-
erability problems® can be avoided at the design stage rather than only be
noticed too late, after the systems are in use in healthcare, causing chaos.

In short, SPARK Ada (and a few other modern programming languages)
is much safer and can avoid a lot of harms and wasted time in healthcare.

@ See Chapter f: Millennium Bug (Y2K problem), page B3 «
b See Chapter [[J: Interoperability, page P29 —

It was determined that a data entry error was made in the
formulation of the IV [intravenous] solution. The dosage of
sodium for an IV bag from an order had been incorrectly
entered into the machine that mixes IV solutions.

The investigation says the death may have been avoided had automated
alerts in the pharmacy compounding machine been turned on. The court
case also argued the hospital staff then covered up the sticker on the IV bag,
which correctly described the amount of sodium, with a sticker that displayed
the doctor’s original prescribed amount.

Identification of the mistake was delayed when a lab technician reading
blood test results believed that abnormally high sodium levels were inaccu-
rate test results.
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Box 6.2. Design errors cause use errors

We think technology is extremely reliable, so when things go wrong it must
be the user’s fault. This lie bedevils investigations, and stops improvement
— if it’s the user’s fault, then the system needn’t change, and then things
can carry on as before. The Swiss Cheese Model shows that when anything
has gone wrong, everything has gone wrong. But Swiss Cheese is silent on
where we should apportion blame (if at all).

After World War II, the US Airforce wanted to find out why its Boeing
B-17 Flying Fortress bomber pilots kept making mistakes. The prevailing as-
sumption was pilot error — during the war there were lots of pilots rushed
into flying to meet demand, so many of them must have been incompetent.
But when Paul Fitts and Alphonse Chapanis interviewed pilots and exam-
ined the thousands of reports about plane crashes, they noticed there were
patterns: the crashes were related to the aircraft and didn’t have the variation
yowd expect from “incompetent” pilots.E! Instead of pilot error, what they
saw was different: designer error. The planes were so badly designed they
were too hard for even good pilots to fly safely.

Today we can easily collect huge amounts of data from digital systems,
and find out whether incidents are caused by doctors and nurses, or whether
they are caused by the digital systems themselves.

A large study, easily done digitally, covering 2,575,411 prescriptions
for three critical drugs, found that GPs (doctors) breached NHS guidance
in 12.3% of them.® But when the data was analyzed, the variations in er-
rors were explained by the different digital systems the GPs were using.
There were consistently more errors in one GP system, EMIS. Indeed, EMIS
breaches NHS safety guidance: errors for prescribing the drug diltiazem were
four times higher with it than with another system, SystmOne. Clearly this
is a design error.

Now we know — having collected the data — we can do two things. We
can improve EMIS and other systems, and we can stop knee-jerk blaming
healthcare staff for problems caused by bugs and poor design.

The lab technician’s checks were slices of cheese; but, like Swiss Cheese,
the technician’s checks had some holes.

The slices of cheese are there — automated alerts, stickers, input vali-
dation, blood tests — but they had significant holes. Why didn’t the digital
system block the error, or ask for the erroneous data to be double-checked?

After the investigation, the hospital thought of new ways to block holes
in some of its slices of cheese. The hospital implemented changes, including
activating alerts in the pharmacy drug-mixing machines as well as improving
checks before medications leave the pharmacy.

Iwonder whether the learning here — making digital systems detect more
errors, and not disabling their ability to help block errors turning into harm
— has been passed on to other hospitals. Has the learning been passed on to
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device manufacturers — why not make it harder, if not impossible, to turn off
safety features? The overdose has been reported as being 60 times too high,
which was fatal. If the hospital needed to implement changes, it must have
recognized that other errors were also being made (you don’t need to change
processes to stop a unique error), so why wasn’t there a reporting system to
pick up smaller, indicative, errors before a fatal error occurred?

How many near misses, where things would have gone wrong but for
one slice of cheese stopping it? If a slice of cheese, thankfully, stopped a
catastrophe, most people would think there was nothing to report. If the
hospital had had more monitoring in place or a requirement to report “near
misses,” it might have discovered much sooner that its pharmacy machines
had their error checking turned off. Then we should ask: why are we focusing
on that hospital — surely some other hospitals are learning how to be safer,
and why isn’t the knowledge passed on?

I wonder why turned-off safety features don’t automatically report prob-
lems that are passing right through their holes? If the hospital (or manufac-
turer over the internet) had been monitoring errors slipping through holes,
surely somebody would have fixed the holes before the hospital ran out of
cheese? If the manufacturer improved their pharmacy system, every hospi-
tal would benefit, and every patient, and every technician, and every nurse,
and ... I don’t know, but I doubt the manufacturer thought to improve their
system because if they did they would have effectively admitted contributory
liability, and they would have to have had contributed to the $8.25 million
payout.

The only way to make something positive out of a tragedy is to make sure
everyone learns the right lessons and puts them into practice. One tragedy
of the story is that it focuses on one hospital, and neither emphasizes that
learning should be spread around, nor emphasizes that learning elsewhere
might have avoided the tragedy if only it had been spread around. Another
tragedy is that the court case and compensation, however justified, make
everyone else wary of being open about problems — note how many guesses
I had to make in describing the case above. On the one hand, if the hospital
or the manufacturers publicly disclosed more, they might be sued for more;
yet on the other hand, surely, we want a safer healthcare system, and that
will rely on learning as much as possible and not keeping anything hidden. 1
hope the manufacturers tried to learn as much as possible, for if they improve
their systems with more cheese, then everybody benefits easily.

=

When investigations are undertaken, the Swiss Cheese Model can do
some real magic.

The Swiss Cheese model’s slices of cheese do something very clever.
They turn the absence of something, which allowed some harm to occur,
into a concrete, very easily grasped, metaphor — that is, a slice of cheese
and some holes.
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It’s helpful, then, to start any investigation by listing all the things, sys-
tems, procedures, and people that were relevant to the incident. Thinking
about the obvious failures isn’t enough, as it’s too easy to miss some failures
because they “don’t exist.” But slices of cheese do. The concrete stuff in an
incident is much easier to list than the intangible, unseen — and perhaps still
unknown — failures.

Everything corresponds to a slice of cheese, as they could and perhaps
should have helped stop the incident happening. However, some of these
things must have had holes that were relevant, which the investigation might
otherwise have overlooked.

In particular, all the digital stuff is very relevant to any incident, but as
digital is usually hidden from sight many investigations overlook it. Digital is
in infusion pumps, drug dispensing machines, MRI scanners, implants, ven-
tilators, even beds ... and it affects everything — hopefully blocking errors,
but all too often letting the error trajectory just take its course unhindered.
It’s the job of an incident investigation to find out more. In turn, where were
the slices of cheese to stop the manufacturers or developers making design
errors in the digital systems themselves? Where were the slices of cheese
that were in the training and Standard Operating Procedures (SOPs), so that
everybody knew how the systems actually worked and knew what to do?

The Swiss Cheese Model has another advantage: the investigators will
find it easy to explain to everyone involved, so they too can constructively
help with the investigation.

=

What the Swiss Cheese Model makes clear is that when the holes all line
up, some catastrophe will eventually happen, and every defense will have
failed. Just because the person at the sharp-end, the “last” slice of cheese, is
a nurse who pressed the button or a car driver who didn’t press the brake or
a lab technician who didn’t believe a test result does not mean they are the
only person that missed stopping the error. Most often, “the system” — the
design of the system — failed them.



When patients are harmed,
staff often get blamed —
especially when nobody
realizes how digital systems

can go wrong and create the
problems.



Victims and second victims

Teenager Lisa Norris was being treated for brain cancer at The Beatson West
of Scotland Cancer Centre, in Glasgow. She was being treated with radio-
therapy.E3 Tragically, she died after a radiation overdose.

Radiation therapy has to be precisely controlled. Too little radiation, and
the cancer is not killed; too much radiation and other parts of the body will be
affected, and more tissues than the cancer will likely be damaged. Working
out how much radiation to give is a tricky calculation, especially as the radi-
ation doses are spread over weeks to try to minimize damaging other parts of
the body. In addition, the beam of radiation has to be shaped to shine on just
the cancerous tissues and as little of the surrounding tissues as possible. The
shape and intensity of the beam, combined with aiming it into the body from
different angles, makes the radiation dose calculation very complicated.

Computers can help enormously with complex calculations.

Unfortunately, each time Lisa was treated, she was given a radiation dose
that was 65% too high. Her body went red, broke out in sores, and her in-
ternal organs were affected. Understandably, her treatment was stopped,
but her cancer continued to spread. Arguably, it isn’t clear whether she died
from the cancer spreading or from the error that meant that the cancer was
not properly treated in the first place.

The official story is the radiotherapists were blamed for the error, and
that Lisa died of cancer. However, as we'll see, if we want to improve, we
cannot blame either cancer or the radiotherapists. We need to acknowledge
that digital healthcare is risky, and that it needs improving.

There is a place to argue about the cause and the proportion of blame, if
any, for each incident, but, like a car crash,® we should sort out these issues
(and whether the crash is criminal ... ) as a separate process from learning
about what happened, and finding out how to stop it or anything like it hap-
pening again.

2 See Chapter [[T]: Isaac Thimbleby’s car crash, page [37 —
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Lisa’s treatment was complex, and I don’t want to oversimplify and make
things more clear-cut than they are. But there was a computer problem and
it contributed to the mess.

Put briefly, the computer system was supposed to help calculate the ra-
diation dose. The software was upgraded and changed the way it calculated
radiation doses; in particular, it now performed a “normalization.” Unfortu-
nately, the radiotherapists were, for some reason, unaware of this change and
continued to calculate doses the old way. So both the radiotherapists and the
computer performed the normalization. As the official report summarizes it:

Changing to the new Varis 7 system introduced a specific
feature that, if selected by the treatment planner, changed the
nature of the data in the Eclipse Treatment Plan Report
relative to that in similar reports prior to the May 2005
upgrade. This feature was selected but the critical error was
that the treatment planner who transcribed the resulting data
from the Treatment Plan Report to the paper form (the
planning form) was unaware of this difference and therefore
failed to take the action necessary to accommodate the
changed data.

The official analysis of the incident blames the radiotherapist (treatment
planner), as they should have known better. (But how could they know bet-
ter if nobody told them?) Secondly, and much more worryingly, at least to
me, is the official report’s statement:

It is important to note that the error described above was
procedural and was not associated in any way with faults or
deficiencies in the Varis 7 computer system.

[...]

Particular reference is made to Varis 7, Eclipse, and to
RTChart (registered trade marks). In this regard, it should be
noted that at no point in the investigation was it deemed
necessary to discuss the incident with the suppliers of this
equipment since there was no suggestion that these products
contributed to the error.

So far as I can see, the incompatibility between the Varis system and what
the radiotherapists were doing was the cause of the calculation error. Why
does the official report argue that the error was the radiotherapist’s fault,
when — equally — the change to the software was the other side of the prob-
lem? Indeed, the manufacturers knew about the improvements to the Varis
system that led to the upgrade, so why didn’t they make sure the operators
knew the consequences? The official analysis makes no mention of this, as,
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from its point of view, the blame centers on the local operating procedures
and on the local people thought responsible.

The Beatson Oncology Centre investigation was undertaken by the in-
spector appointed by the Scottish Ministers, and its finding was essentially
to blame the staff, and solve the problem by retraining them. It thus absolved
itself — the Beatson Centre — and the manufacturers of any problems. A re-
port on the report is worth quoting:E3

The decision to ignore machines and their interactions with
humans is typical of novice inquiries into accidents that
involve human operators. The resulting narrowness is
characteristic of stakeholder investigations and the Scottish
Executive is an important stakeholder. The findings of the
report are little more than the usual “blame-and-train”
response that is a staple of medical accident investigations ...
The report lodges failure in a few individuals while keeping
the expensive and complicated machinery and procedures out
of view.

The original investigation, and its blame game, focused on the sharp-end
(where treatment happened), explicitly ignoring the system failures — for
instance, as I quoted above, it ignored any design or management issues to
do with the digital system. It missed the opportunity to help improve the
Varis system to make every radiation center using it safer. The investiga-
tion should have explored the digital healthcare failure, not scapegoat the
radiotherapists.

=
Lisa Sparrow was a nurse caught up in an incident that left a patient dead.
Here’s how the Daily Mail newspaper headlined it:E3

Mother-of-four dies after blundering nurse administers TEN
times drug overdose

The patient, Arsula Samson, had been prescribed potassium chloride for
her low potassium levels. Here, the patient died after a ten-times overdose
of the prescribed level.€

The Daily Mail story carries on:

Instead of pressing the 10ml per hour button, the nurse
admitted tapping in 100ml per hour on the drug infusion

pump.

Did the nurse “blunder,” or was it a design blunder?

b See Chapter P4: Sharp-end of the wedge, page 23 —
¢ See Chapter [[J: Never events and always conditions, page [49 —
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The pump may have had a numeric keypad, and the nurse could have
used it to enter any dose, like entering a number on a calculator — in this
case, the nurse may have pressed O once too often, and got the intended
10 mL entered as 100 mL. Throughout this book, we’re seeing just how
error-prone digital things are and how they encourage unnecessary errors.

The nurse, Lisa Sparrow, may have correctly entered 10 milliliters per
hour, but the pump then incorrectly delivered 100 milliliters per hour and
recorded that dose of 100 mL per hour on its log — again, we’ll see just how
easily this can happen because of bad design later in this book.4

When the nurse was confronted with the “infallible” log that she had
delivered 100 milliliters per hour, she would have known it was pointless
arguing and she may as well plead guilty — our legal system penalizes people
who plead not guilty but who are later found guilty. If this explanation is
right, the pump has set the nurse up.

Apparently,

No error was found with the infusion pump and investigators
ruled the death was due to ‘individual, human error.’

But then,

A Trust action plan after the death saw new infusion pumps
and software that reduce the risk of error brought into all
wards, medical staff retrained and warned over the dangers of
potassium chloride and advice on the importance of a second
nurse witnessing medication being given.

That admits the hospital recognizes that the bad design of the infusion
pump as well as poor staff training contributed to the death. It doesn’t admit
it in so many words, but replacing infusion pumps is costly — they can cost
thousands of pounds each. This is money that would not have been spent
without good reason. It seems, then, that it wasn’t simply a “blundering
nurse” so much as a nurse caught up in a blundering system that did not
train staff adequately and which had inadequate equipment.

Why didn’t the infusion pump itself make it much harder to give the
patient an overdose of potassium chloride, a drug that’s well known to be
dangerous?

Perhaps this was not the first time Arsula Samson had been treated with
this infusion pump. If so, why did the infusion pump allow the nurse to give
a dose ten times higher than the last time without warning? Why didn’t the
infusion pump use speech to say “100” so that the nurse (and the patient)
could hear the actual dose — this would have helped stop an error if the nurse
had slipped and simply pressed the wrong button in error.

4 See Chapter [[4: B-Braun infusion pump, page [87 —



VICTIMS AND SECOND VICTIMS | 73

There are lots of ways the infusion pump might be improved. Since in-
fusion pumps have been made for many years, one wonders why they aren’t
getting any safer. They could, as we’ll see later.®

Unfortunately, describing the inadequate equipment and training rapidly
becomes a complex story. It is much easier to ignore it and focus exclusively
on the “blundering nurse.” We understand “blundering nurse.” We'd feel
betrayed by one, so it makes a good headline story. But it makes a misleading
story, and misdirects attention away from the whole, complex system that
failed. If we fix the system, every nurse and every patient benefits; if we
scapegoat and witch-hunt a “blundering nurse,” we'll feel very satisfied, but
we’'ll miss the opportunity to improve. We've even got rid of the one person
who was probably most motivated about improving.

Scapegoating results in an interesting effect called impossible error. If
somebody is blamed and sent off as the “bad apple” into the wilderness, the
classic fate of the scapegoat, then the ward or hospital has nobody left in it
who has ever made the error. If you now go into the ward and ask, people will
say, “Nobody here does that; it’s impossible for that error to happen here.”

In a wood workshop, everybody has two hands. No woodworker ever
cuts off their hands on the table saw: it’s an impossible error. Actually,
of course, sometimes, woodworkers do lose their fingers or hands, but then
they stop being woodworkers. So the error disappears from sight and soon it
seems impossible. There is never anybody working in a workshop who has
cut their hands off. Cutting your hand off seems to be impossible!

What impossible errors do is to create a cover story to help stop thinking:
the error “doesn’t happen here” (phew!) and clearly can’t happen here now
the woodworkers-with-no-hands no longer work here, so we don’t need to
do anything at all to make the saws safer.

Whether the woodworkers made a mistake or not, it’s clear that the sys-
tem as a whole also failed to stop the incident. For instance, maybe the saws
did not have working guards to protect the woodworkers’ hands? The sys-
tem is therefore almost certainly part of the problem. The flawed systems
still need fixing.

® Impossible errors are the flip side of success bias.f Success bias is that
we see success everywhere because failures disappear. Impossible
errors happen because disappearing failures mean that the errors that
caused the failures also disappear. Thus if we want to learn how to be
successful (to have fewer errors and less harm), we have to dig deep
to uncover the full stories of the errors.

¢ See Chapter PJ: Safety ratings will improve healthcare, page 01 —
f See Chapter [J: Success bias, page P «
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Olivia Saldaiia Gonzélez and Alveo Gonzalez worked at the National Can-
cer Institute of Panama. They were radiotherapists who treated patients with
radiation, mainly to treat cancers. Both went to prison, on 12 counts of mur-
der B8

If the patient is the first victim, the staff who get burdened with the horror
are the second victims Bl There is some debate about calling the clinicians
the second victim, when it seems that the relatives and friends are being
demoted by this ranking, but there is something deep about using the word
victim.

We think we are good (I think most of us do) and if we thought that bad
things could happen to good people, then it would follow that bad things
could happen to us. That’s not a nice thought. So it’s far more comfortable
to believe bad things happen to bad people — phew, so we are safe. Hence
there is this strong urge to blame staff who get caught up in problems; they
must be bad if bad things happened to them.

Now add to that complex mix that most people think that computers are
good (why would we buy bad computers?), and we have a very powerful
recipe for blaming staff.

The key problem in Olivia and Alveo’s case is that they used radiation
treatment planning software, manufactured by Multidata Systems E8

I'll describe what happened.

Here, in picture 1 below, is the shape of the basic square beam going
straight through the machine. If this was used, the patient would be irradi-
ated with a square beam, but a square is very unlikely to be the shape of their
cancer that needs treatment. Certainly, you do not want to irradiate healthy
tissue around a cancer, so the radiation beam must be restricted, tightened
down from the basic square to become the best shape to treat the cancer. In
short, picture 1, a simple square, isn’t likely to be the right shape to treat any
real cancer.

Cancers come in all sorts of shapes and sizes, so movable blocks of metal,
usually lead or a special metal called Lipowitz’s alloy (made out of lead, cad-
mium, and bismuth), are moved into the square to adjust the shape of the
beam.
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Box 7.1. The Blame Game

When things go wrong, we like to blame somebody, preferably somebody
else.
The Blame Game thrives on four fallacies:

» The professional staff fallacy. If only people were professional or tried
harder, nothing would go wrong. Therefore, if something has gone wrong,
somebody was not professional. They have failed.

» The punishment fallacy. If bad people are punished, they will behave better
in the future, and then make fewer errors. Therefore we should punish
wrong-doers. Even better, if we sack them, then no more errors will happen
because they don’t work here anymore.

» The perfect system fallacy. The management, the hospital standard
operating procedures (SOPs) and the computer systems are all perfect.
So if anything ever goes wrong, it must be something else, like the clinician
in the room.

» The stopping fallacy. An investigation, often called a root cause analysis
(RCA), has to stop somewhere. So once we find somebody to blame, we
stop investigating. This is a fallacy, as the “root cause” always has further
underlying causes: it’s a symptom, not a cause. There are always lots of
reasons why things go wrong — see my longer discussion of Swiss Cheese.?

Playing the Blame Game makes everyone much less likely to report or
investigate errors, so nobody learns how to avoid errors. Worse, when errors
do get reported, they seem to be worse, because most of the time it seems
— because nobody is reporting them — that errors are not happening. If you
are the first person to report an error this year, that seems much worse than
if errors are regularly being reported. Of course, many errors do not lead to
patient harm, so these are great opportunities to learn that are being wasted.

@ See Chapter B: Swiss Cheese Model, page BJ] +

By way of example, picture 2 shows a slightly more realistic shape, with

four blocks cutting into the corners:

y [

A y
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In this example, the four differently shaped metal blocks in the corners
of the square make the beam a sort-of octagonal shape. I know this isn’t a
very realistic shape, but it shows clearly how it works in principle.

The beam is now smaller than the original square shape was, and the
blocks will also cause some reflections and losses when the cobalt 60 gamma
radiation hits them. The blocks of metal change the radiation dose to the
patient in a very complicated way. Allowing for the shapes and sizes of the
various metal blocks that are needed so the patient gets the right radiation
dose to treat their cancer means the radiotherapist has to do a complicated
calculation.

Doing complicated calculations is a perfect job for computers, right?

The Multidata system allows the operator to draw the required blocks on
a computer screen, a bit like in picture 3, below. I've drawn the four blocks,
one in each corner of the square, and arrows that the user would follow to
define each block’s shape and position. The patient will now be irradiated
by gamma rays in the shape that passes through the smaller hole.

e ~t

I 4 ;

14 vl
»

The Multidata system then calculates the right dose, given the new size
and shape for the treatment.

Sometimes, however, the beam needs to be a more complicated shape,
perhaps as shown in picture 4, below. Remember that the treatment beam
is the white shape not interrupted by the gray metal blocks pushed in from
the edges.

y [

A y
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As it happens, this treatment shape in picture 4 needs to be created using
at least five metal blocks — using a triangular block in three corners, a rect-
angular block in the top right corner, and a fifth rectangular block dropped
in from the top. In reality, the blocks would be more interesting shapes, but
for our explanation the actual shapes of the blocks doesn’t really matter.

Unfortunately, the Multidata system handles at most four blocks, so this
beam shape cannot be drawn on the computer.

However, the radiotherapists discovered that the system would be happy
doing the calculation when the blocks were drawn as a single piece.

Anyone familiar with drawing shapes on a computer can see how to end
up with the right shape. For instance it could be drawn like I've shown in
picture 5, next. Just follow the arrows, and you end up drawing the five
blocks as one shape.

The final shape looks perfectly alright and, indeed, it is accepted by the
Multidata system.

Unfortunately, although the picture is right, Multidata’s calculation goes
wrong. The patient’s radiation dose will be double what it should be.

The manufacturers say the radiotherapists should have checked its re-
sults, but then I am not sure why you would bother using a computer if it is
so unreliable it needs checking every time it is used — and if you have to do
the check, the computer is creating more work, not saving work. The picture
it lets you draw looks fine, and the computer accepts it without complaining.
If the Multidata can’t do a correct calculation because the user has drawn
blocks in a novel way, it should tell the user it can’t accept the drawings.

Certainly, radiotherapists should check what they are doing is correct,
perhaps getting a colleague to double check their work. But I think Multidata
are using this normal precaution to deflect from their responsibility for their
part in the calculation. One wonders whether the Multidata program checks
its own calculations? If it does, its checks were not adequate to spot this
bug.

I'd say the software was buggy. The software happily allowed the radio-
therapists to use it to do the calculation, but it made mistakes. Apparently, if
the inside and outside lines are drawn in opposite directions, the Multidata
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calculation is almost correct — which makes the bugs even more bizarre and
much harder for users to spot. Why should the radiation depend on which
way a user draws blocks? It’s a bug.

Like many computer programs we’ve seen in digital health, there were
no internal checks that worked. The radiation overdose went unnoticed by
the computer. Only after people started to worry about the deaths was the
problem tracked down. Unfortunately, investigators decided that “the prob-
lem” was that the radiotherapists were incompetent. Not that the computer,
the training, equipment maintenance, or regulatory oversight — or perhaps
some combination of all these things — was to blame.

The investigators’ hands were twisted by the manufacturer’s instructions
which say, along with their original capitals ...

it is the responsibility of the user to validate any RESULTS
obtained with the system and CAREFULLY check if data,
algorithms and settings are meaningful, correct or applicable,
PRIOR to using the results as a part of the decision making
process to develop, define or document a course or treatment.
In particular, a USER SHOULD VERIFY THE RESULTS
OBTAINED THROUGH INDEPENDENT MEANS AND
EVALUATE ANY DISCREPANCIES CAREFULLY until the
USER’S PROFESSIONAL CRITERIA HAS BEEN SATISFIED.

Yet the software gave no warning on the computer when blocks were
drawn in a manner different from the one described in the instructions. This
is an elementary oversight in the software.

I'd suggest that when instructions say “USER SHOULD VERIFY THE
RESULTS OBTAINED THROUGH INDEPENDENT MEANS,” the manufac-
turers are admitting they are worried they may not have done a very thorough
job. Like, why doesn’t the software itself use some independent means?
What'’s the benefit of a computer if it isn’t helping you do your job more
reliably? At the very least, the software should prompt the user to do any
necessary checks, if, as the instructions make clear, those steps are an im-
portant part of the process the computer is supposed to be supporting.

m
We’ve known for a long time that unprofessional programming is dan-
gerous. The Therac-25 is a classic story of at least six radiotherapy overdose
deaths in the late 1980s, using a computer-controlled radiotherapy system a
bit like the Multidata system. The Therac-25 incident happened two decades
before the Multidata deaths, and it makes it look like Multidata learned noth-
ing from the Therac-25 story.
The Therac-25 problems were described at the time as the worst acci-
dents in the history of radiotherapy. At least one patient ran out of the ther-
apy room screaming. They later died.
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The manufacturers, Atomic Energy of Canada Limited (AECL) did not
believe the complaints from hospitals.

Later investigations showed that AECL had not had their programming
checked by anyone else. They thought it all worked just fine. The trouble
with being incompetent is that, generally, you don’t know it. Programmers
must work in teams, preferably including external and independent experts.

The Therac-25 story is taught to Computer Science students, so there is
no excuse for industrial programmers not to know about it.E It will also give
patients food for thought — more so, in that the problems keep happening.

Thirty years later, after the Therac-25 catastrophe, Nancy Leveson pub-
lished a retrospective article about it.Zd Her article has lots of excellent ad-
vice for people who want to think about risky digital systems (and health-
care systems in particular). As she makes very clear, digital healthcare is still
risky stuff. She makes the powerful point that the FDA (the US regulator)
spends more time worrying about reporting incidents than on about prevent-
ing them in the first place. She also criticizes standards, because they may
give manufacturers the impression that their obligations are fulfilled if they
merely follow the standards. I think that’s more a problem with the inade-
quate standards and regulations, but seeing as they are unlikely to be fixed
any time soon, we need to think up some more effective alternatives to use
as well.

I'll suggest many solutions later, but here’s a suggestion for now: uni-
versities could step up and offer safety-critical software qualifications. Stu-
dents who graduated from these courses would command better salaries, and
companies that employed them would have reduced liabilities. It would be
a win-win, and wouldn’t need to wait for the slow wheels of regulators to
catch up with the state of the art. Then purchasers — generally the hospi-
tals — would ask how many qualified programmers the manufacturers used
to oversee product development; this number would be then be compared
with the procurement criteria.

Another approach would be to make the quality of healthcare systems
visible to the people who purchase and use it, which would help hospitals
and others buy safer systems — I'll come back to this very effective idea later.8

& See Chapter P9 Safety ratings will improve healthcare, page 01 —



We accept that medical
interventions like drugs and
X-rays have side effects. It
makes a lot of sense to think
of digital healthcare as having
side effects too, and therefore
it should be evaluated and
regulated as carefully.



Side effects and scandals

X-rays were discovered by Wilhelm Rontgen in 1895. The first X-ray clearly
showed the bones on his wife’s, Anna Bertha’s, hand as well as the wedding
ring she was wearing [figure 8.1)).

X-rays were so obviously useful that the world’s first radiology depart-
ment was set up the very next year, in 1896 at Glasgow’s Royal Infirmary.
X-rays were very useful for examining broken bones, and almost immedi-
ately they were invaluable for locating bullets in soldiers’ bodies in the Sec-
ond Boer War (1899-1902) and then in World War1(1914-1918). By the
1920s, X-rays were being used in shoe shops to help fit shoes.

Thomas Edison quickly got into the promising new X-ray technology,
but his assistant Clarence Dally did the hard slog of regular experiments, as
shown in a contemporary newspaper picture [figure 8.7).

Clarence Dally died from cancer caused by X-rays in 1904, just nine
years after they had been discovered by Réntgen. Very gradually, the medi-
cal establishment learned that the apparently obvious benefits of X-rays had
to be balanced against their not-so-obvious invisible dangers.

Today, X-rays are used very carefully to minimize their unwanted side ef-
fects, and to balance those side effects against the clinical benefits of doing
each X-ray. Today, one would certainly not countenance a medically un-
trained shoe-shop assistant exposing children’s feet to X-rays just to check
if shoes fitted.

=
Thalidomide was a triumph of marketing in the 1950s. Thalidomide was
marketed as a “wonder drug,” a sedative with no side effects and no possibil-
ity of overdosing. It was good for anxiety, insomnia, gastritis, and tension,
and soon it was used against nausea and to alleviate morning sickness. It
was a lucrative drug sold over the counter with no need for a prescription.
Then the horrible side effects of thalidomide damaging the unborn baby
were discovered I By all accounts, its original manufacturer, the German
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Figure 8.1. You can see Anna Bertha Réntgen’s wedding ring in one of the first
X-rays taken.

company Chemie Griinenthal was negligent with their research, and they
dismissed many clear warnings of thalidomide’s unraveling problems. It was
a disaster for pregnant women, their children, and for families. Worldwide,
it is estimated that about 24,000 children were born with thalidomide prob-
lems (perhaps another 123,000 were still-born or miscarried).2

There is something worse than those stark numbers: they’re estimates,
because we just don’t know. The first problems were not recognized as
thalidomide side effects, and then nobody was concerned enough or able
at the time to count or do any systematic research to find out. There was no
birth defects register.

The Thalidomide Society says the numbers do not include babies born
alive but who were victims of State infanticide. Every country that was using
thalidomide did things differently — thalidomide even has different names
around the world: Asmaval, Distaval, Forte, Tensival, Valgis, and Valgraine.
In Spain it was called Softenon, and Spain only recognized thalidomide as a
problem 50 years after it was first used: 286 surviving victims finally man-
aged to take Griinenthal to court in 2013, but Griinenthal successfully argued
that there was no proof the deformities were caused by their drug. 2
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Figure 8.2. A newspaper sketch of Clarence Dally, Edison’s assistant, routinely
taking an X-ray of his hand, just five years after X-rays were invented. Clarence
died of cancer in 1904.

Frances Kelsey was a reviewer for the US Food and Drug Administra-
tion (FDA) and she courageously refused to authorize thalidomide for the
American market because she had concerns about its safety. Her concerns
proved to be justified, and she became a heroine. Thalidomide’s horrific
side effects thankfully stimulated a radical overhaul of drug regulation, so
that drugs cannot now be released onto the market without thorough checks
of their safety.

We now take drug side effects for granted, and know that finding the facts
out about the side effects is hard work — it may take years for problems to
become apparent well after a drug is in use. We have invented a new word
for this: pharmacovigilance, which covers the entire life of a drug, from
initial tests and authorizations, to long-term monitoring; the word is used so
much it’s often abbreviated as PV.

The World Health Organization defines pharmacovigilance as “the sci-
ence and activities relating to the detection, assessment, understanding, and
prevention of adverse effects or any other drug-related problem.” However,
side effects are not limited to drugs or to medical interventions like X-rays.
Side effects affect everything in healthcare — nothing is perfect, and every
treatment represents a trade-off.
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Box 8.1. BRAN: Benefits - Risks - Alternatives - do Nothing

When the doctor recommends a treatment for you, it is very easy for both
of you to focus on the cure. Unfortunately, things don’t always work out
positively — there may be side effects, it may be costly, whatever.

BRAN is an acronym designed to help both of you think more clearly.
What are the benefits of the suggested treatment? What are the risks? What
are the alternatives? What would happen if you did nothing? BRAN puts
some fiber into your thinking.

Our culture emphasizes the easy benefits of digital, and Cat Thinking
means we are pre-disposed to be positive toward exciting digital ideas. I want
a new iPhone, and I focus on my wanting and all the wonderful things it’ll
do, and I feel sure it’ll help my work in hospital. But we should also ask, as
well as the benefits that we tend to focus on:

® What are the risks? It will probably cost a lot of money. It will
become obsolete. It may not work with other stuff, so will have
knock-on effects. People will need training. There may be new types
of error. It may get hacked.

® What are the alternatives? Paper is pretty reliable. Can we collect
the information we want from some other source? Have you really
understood the problem properly? Is there a better solution?

® What if we do nothing? If nothing else, if we wait, digital will
become faster and cheaper. Somebody else may work out how to
solve this problem, and we can then adopt some digital that works
well. And anyway, your old digital system may last a while longer. (A
nice bit of word play is: instead of solving your problem can you
dissolve it?)

Some people add an S, as in BRANS. Get a second opinion!

I propose the word digivigilance (DVig?), analogous to pharmacovigi-
lance for the science of digitally related effects. We need a new word to keep
the risks of digital healthcare at the forefront of our thinking; we need to
up our game — we need to get science and activities focused on detection,
assessment, understanding, and prevention of the adverse effects of digital
healthcare.

=

Gosport War Memorial Hospital is a small community hospital, which
had just 52 beds in 2019.3 Over the period 1989 to 2000, Dr Jane Barton
worked as a clinical assistant and oversaw the deaths of at least 456 patients,
many of whom had overdoses of opiate painkillers.

The Gosport War Memorial Hospital tragedy is of massive proportions,
and many were caught up in the scandal. @ The official report — taking four
years and costing £14 million — makes it clear that there were system fail-



SIDE EFFECTS AND SCANDALS | 85

Figure 8.3. Two very similar Graseby syringe drivers: one is calibrated in the drug
dose per hour (“hourly rate” model MS 16A, top) and the other in the drug dose
per day (“daily rate” model MS 26, bottom).

ings. One wonders how much blame can be put on individuals at the sharp-
end when the failings are institutionalized and go all the way up to manage-
ment.4 The substitution rule comes to mind.?

One nurse at Gosport, Anne Grigg-Booth, committed suicide when she
was accused of murdering three of her patients.Z8 She had been told to use
Graseby MS 26 and Graseby MS 16A syringe drivers to deliver opiates to
patients. We’ll focus our discussion on the design of these things.

The two Graseby syringe drivers are very similar in appearance
B-3). They are small, literally handy, and can be carried around by the pa-
tient, so they are very convenient to use. They are used for giving drugs
intravenously (into a vein) continuously over a period of time.

These Graseby syringe drivers must be one of the world’s simplest digital
healthcare devices. There’s just one button. On the MS 16A all it does is

2 See Chapter [: Just Culture, page {4 <
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Figure 8.4. The Graseby MS 16A syringe driver is a very simple device, easily vi-
sualized as a finite state machine (abbreviated as FSM). A FSM has states, what
it is doing, and actions, which change the current state to the next state. That’s
basically it. The MS 16A needs three states (though you can add more, depending
on the detail you want, say to account for whether the syringe is installed or not, or
whether the driver is locked inside its box). The advantages of FSMs include that
they are very easy to program, they can do anything (if they are big enough), and
they are easy to analyze to ensure they are implemented correctly.2 It’s surprising
that FSMs aren’t used a lot more in digital health.

switch the driver on; on the MS 26 it can also provide a bolus while it is held
down to deliver a few extra milliliters of fluid (a bolus is used to initially fill up
the tube from the syringe to the patient). It’s surprising that two such similar-
looking syringe drivers behave differently, potentially causing confusion. In
addition, there are also two screws, which you need a screwdriver to turn to
adjust the rate. Needing a screwdriver is quirky, but ensures that the rate is
difficult to change accidentally.

You put the battery in, and the syringe driver will switch on straight away
— you can’t switch them off without removing the battery. Graseby make a
transparent plastic box to put them in that can be locked shut so the patient
(or a visitor) can’t press the buttons or turn screws and overdose the drugs.
It is easy to visualize how the syringe drivers work using a finite state ma-
chine (FSM) — shows the MS 16A version.

Simplicity itself. What could possibly go wrong?

Unfortunately, several things.
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Box 8.2. Calculating drug dosage on a Graseby syringe driver

Because the MS 16A and MS 26 syringe drivers are calibrated in millimeters,
but patient drug doses are in milliliters, both syringe drivers require the user
to do a calculation to convert milliliters into millimeters.

Here’s how. Suppose a syringe is filled with 8 mL of drug, which is to be
given to the patient over a period of 12 hours, a rate of 0.67 mL per hour. Fill-
ing the syringe, the plunger will have traveled around 48 mm. The nurse will
need to measure that distance. Then, calculating 48 mm divided by 12 hours,
the duration of the treatment, will find a travel rate of 4 mm per 1 hour.

The nurse will then use a screwdriver to set the MS 16A’s left-hand screw
to O and the right-hand screw to 4. The nurse should check the panel shows
04, the number calculated from the prescription.

The nurse, or preferably an independent colleague, must also check that
the syringe driver is the MS 16A and not the MS 26. If the MS 26 is used, the
patient’s dose will be 24 times faster, at a rate of 16 mL per hour, a potentially
serious overdose.

The MS 16A Graseby syringe driver is calibrated in millimeters per hour
and the other, the MS 26, is calibrated in millimeters per day. So if you use
the wrong syringe driver, the patient could get an opiate dose 24 times too
fast, which could easily be fatal, or a dose 24 times too slow, which wouldn’t
be very effective as a painkiller for the patient.

Another serious problem with the Graseby syringe driver designs is that
drugs that are prescribed by volume, usually in milliliters (mL), usually over
a period of time.
using contrasting styles of underlining, because the normal way of writing
— plain millimeters and milliliters, without any distinctive underlining —
makes it far too easy to miss the potentially fatal difference.
sure how fast the syringe plunger moves, but the nurse or patient doesn’t
care how fast a plunger moves. They need to know how fast they get the
drugs. Patients need a certain volume of drug per hour (or per day), and
The fact that it’s so hard to write clearly about the design just shows what a
poor design it is.
means its correct use to get so-many millili.t.e';:'s“&'epends on the exact type of
the syringe it’s being using with. Wider syringes will deliver more milliliters

If a different type or make of syringe is used, it might well turn out to
be the wrong diameter. The Graseby will deliver higher or lower doses, as it
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Box 8.3. Design trade-offs

Any company, like Graseby, need to make cost-effective products, and they
have to make design trade-offs between very safe but very expensive devices
and devices that are less safe but are cheaper to make, and therefore can
sell more at a lower price point. The Gosport hospital is complicit in this:
they need to buy lots of syringe drivers, and they have to balance the cost of
treatment with the likely outcomes for enough patients.

At the time when the products were first purchased, probably nobody
was aware of the potential problems: the tragedies had not yet happened.
So, clearly, we cannot over-simplify and blame manufacturers for making
unsafe products, nor blame hospitals for not being more careful.

Different medical device regulations would shift the balance in the trade-
offs, and different procurement — prioritizing safety — would have helped.
The most serious criticism, though, is how slow healthcare and healthcare
regulation are to learn and how slowly they improve. Inspired by Cat Think-
ing, the trap is: because we think digital is wonderful, why bother to collect
good data? You don’t need data if you already know the answer is it’s good.

The hospital was not recording relevant data, and the syringe drivers be-
ing used couldn’t record any data anyway. This, of course, made everything
cheaper, but in the long-run ignoring learning was probably the most serious
oversight in the original trade-offs made by both the manufacturers and the
hospitals that bought the products.

We'll see trade-offs discussed throughout this book.® ¢

@ See Chapter B: Trade-offs in ease of use and safety, page [T —
b gee Chapter PJ: Trade-offs with numbers, page —
¢ See Chapter P3: Trade-offs with abbreviations, page f13 —

cannot check or make any allowance whatsoever for the actual diameter of
the syringe installed in it. Surprisingly, there is no warning on the Graseby
syringe drivers to use any particular size or make of syringe.

Twenty years after the Gosport problems came to light, the UK’s National
Patient Safety Agency was still needing to warn everyone:Ed

The use of millimetres rather than millilitres (m1)EJ as a basis
for medication calculation is unique to ambulatory syringe
drivers. This is not intuitive for many users and not easy to
check. Errors include the wrong rate of infusion caused by
inaccurate measurement of fluid length or miscalculation or
incorrect rate setting of the device. Errors can also be made
through confusion between models calibrated for mm per
hour or mm per 24 hours. Syringes in some of these devices
can become dislodged in use. Some have inadequate alarms
and no internal memory (which makes establishing the
reason for any over or under-infusion difficult). Because
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ambulatory syringe drivers are often used to deliver opioids
and other palliative care medication, over-infusion can cause
death through respiratory depression while under-infusion
can cause pain and distress.

Hospital harms need to be carefully monitored, and that monitoring must
be a national exercise. If we had the data from a lot of hospitals and could
compare them, some of them would have been using Grasebys and some
would not have been. The data would have quickly raised concerns that the
Grasebys could be a factor in the raised death rate. The Graseby syringe
drivers do not record anything, so they wouldn’t have been much help here.

To be charitable to the manufacturer Graseby, it is of course possible
that clinicians made errors or maybe deliberately killed everyone (and dif-
ferent clinicians will likely have behaved differently) so the Grasesby equip-
ment was merely an unwitting bystander to a tragedy. However, as the Swiss
Cheese Model makes clear,” the Graseby was a slice of cheese whoever or
whatever else contributed to the tragedy. And it had big holes.

Although it took 25 years from the start of the Gosport tragedy, the NHS
did eventually rule that the Graseby syringe drivers were unsafe and should
be banned, following earlier New Zealand and Australia bans.E2 And what did
we do? We donated the banned syringe drivers to other countries, includ-
ing Bangladesh, India, South Africa, and Nepal B} We ought to distinguish
between surplus and banned equipment when donating.

Rather than donating the obsolete devices to other countries, we might
have tried returning them to the manufacturers to recycle them. The user
manual for the Graseby syringe drivers has a web link for compliance to
the European WEEE (Waste Electrical and Electronic Equipment) directive:
www.smiths-medical.com/recycld, but the page says “Sorry - the page you
are looking for cannot be found!” Searching for WEEE, recycle, and other
similar terms gets “No record found.” So it isn’t that easy to recycle them —
though if only few people try to recycle, it’ll carry on being hard to recycle,
because the manufacturers won'’t bother to help when there’s little demand.

It’s interesting to compare the status of these medical devices with pop-
ular consumer devices. Apple, for instance, has a helpful scheme that works
like this:

Apple GiveBack

Turn the device you have into the one you want. Trade in your
eligible device for an Apple Store Gift Card. If it’s not eligible
for credit, we’ll recycle it for free. No matter the model or
condition, we can turn it into something good for you and
good for the planet.E3

b See Chapter B: Swiss Cheese Model, page BJ] +—


http://www.smiths-medical.com/recycle

90 | CHAPTERS8

Box 8.4. Side effects and the Principle of Dual Effect

Drugs often have side effects: curing one health problem often skirts around
causing or exacerbating some other problem, the side effect. Aspirin, for
instance, helps reduce the risk of stroke, but also unavoidably increases the
risk of bleeding, a particular problem for people with stomach ulcers. A more
dramatic dilemma is giving painkillers that, as a side effect, accelerate death.
Clearly, giving a painkiller to cause death is wrong; giving a painkiller to re-
duce pain is good; but giving so much that death is inevitable walks into an
ethical minefield.

It’s tempting to think of side effects as being an impersonal property of
drugs, but anyone prescribing a drug makes an ethical decision: do its ben-
efits for the patient (at this dose, under these circumstances) out-weigh its
risks? The Principle of Dual Effect asserts that giving a drug with the
intention of curing, while recognizing the risk but not intending it, is ethi-
cally acceptable. The Principle, though, has further criteria: the good effects
must out-weigh the bad, and there must be diligence to minimize the poten-
tial harms (plus a few other details I won’t consider here). B

With digital healthcare, the Principle of Dual Effect looms large — or it
should do. A developer writes a program intended to help staff or patients,
but any program may have bugs, which could be counter-productive. The
Principle of Dual Effect says that it is ethical to develop digital healthcare
provided that the risks — primarily of bugs, cybersecurity problems, design
faults and their effects — are properly managed. Developing software with-
out considering the trade-offs is unethical. Developing life-critical software
without exercising due diligence in exploring and managing the risks of bugs
and other unintended side effects is unethical.

Meanwhile, the Grasebys are still for general sale in the UK. Here’s a
typical advert that I copied from eBay in 2019:

GRASEBY MS-16A HOURLY RATE 1HR SYRINGE DRIVER &
CASE. It is the most cost-effective syringe pump for this
procedure using inexpensive syringes and subcutaneous

infusion sets. Easy to use — load syringe, set rate and push
start.Ed

The Gosport tragedy took years to even get to a national inquiry. One
wonders, then, what might we be missing today if, for so long, we could
miss such massive, growing catastrophes? How could we get better data on
patient harm and error, and take monitoring more seriously? We must learn
from Gosport that there is more to what is going on in error than blaming
doctors and nurses.

Today, with the internet and more sophisticated digital medical devices,
it’s very easy to get data, along with the device identities and where they are
used. If anybody wanted to get the data, that is.
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Before Ralph Nader’s landmark book, Unsafe at Any Speed published in
1965, car manufacturers pretty much ignored accidents and safety: they
“weren’t the manufacturers’ fault.” Thankfully the culture has changed:

Car drivers have accidents
Old culture ) ,
It’s not the manufacturers’ fault

Car drivers have accidents

New culture {
Manufacturers must make safer cars

In words, it seems a subtle difference; in culture, it’s a radical change.
We have all benefitted because car manufacturers have made cars safer. In
contrast, at least so far as I can see, Graseby as well as the NHS for years
ignored the known problems with their syringe drivers. This “conspiracy of
silence” would have reinforced the hospital’s view that they were safe.

Since the thalidomide scandal, we have tightened up drug regulations,
tightening up both the approval processes and the monitoring processes after
drugs are in use (called post-market surveillance). Never again do we
want a drug that has such appalling effects as thalidomide did. Therefore our
regulations today require drugs to be very carefully tested and certified, and
there is a long, complex process that all manufacturers and their employees
must follow. Employees even have a duty if they learn of problems with a
drug they are not directly involved with.

The Graseby syringe drivers deliver drugs to patients, and can acciden-
tally deliver fatal doses. Surely they should have been tested as carefully as
the drugs they deliver? A drug is not safe if it is handled by a device that can
deliver 24 times what it should and kill a patient. There is really no reason
to assume an infusion pump or syringe driver is safe without rigorous test-
ing to prove that they are safe. Devices and digital systems need to be tested
as rigorously and as thoroughly as drugs are tested (though obviously they
would be tested in rigorous digital ways rather than in pharmaceutical ways).

Rigorous testing must be done in realistic situations. The Graseby drivers
used alone and with only the right type of syringe would probably be rela-
tively safe, but used on a real ward with both 1-hour and 24-hour variants,
with different syringes, with different drugs, with busy nurses, and no doubt
lively patients and visitors, things can clearly get tricky. In real life, you'd
have problems like the batteries going flat, drivers being dropped or knocked,
or the syringe being dislodged.

Laboratory tests help, but they are not good enough, other than as pre-
liminary checks. It’s a bit as if laboratory tests check one or two slices of
cheese but, by their nature, they cannot explore how all of the slices inter-
act with each other.¢ Indeed, this issue is widely recognized with a special

¢ See Chapter [[1]: Unsafe at Any Speed, page [[20 —
d See Chapter §: Swiss Cheese Model, page B <
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Figure 8.5. The Abbott XceedPro blood glucometer fits nicely into your hand.

word: ecological studies (or ecological experiments) are studies done “in
the wild” to see how stuff really works. So when you buy things, don'’t be
fobbed off with claims that it is safe or “easy to use” (a common, vacuous
claim) — ask exactly what ecological experiments did you do, and what did
you find?

We need an inquiry into the digital healthcare law and regulations as a
whole, to cover medical devices and medical apps and software inside sys-
tems like MRI scanners, and how to make the laws and regulations fit for
purpose in the twenty-first century with the added complexity of digital.

=

The next story came to court in 2015. The investigations started at the
Princess of Wales Hospital in Wales, and focused on alleged misuse of blood
glucometers, which are devices used to measure and record the blood glucose
levels of patients. They are familiar to diabetics.

Nurses were taking blood glucose readings because their patients were
diabetic. They were using Abbott XceedPro blood glucometers [figure 8.5)
and writing down the test results on paper notes.

Seventy-three nurses allegedly omitted to record patient data properly,
or made false or incorrect recordings of patient blood glucose levels. For
diabetic patients this could have had serious consequences.
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The paper records made by the nurses working on the wards and the
computer records of what they were doing were different.

The Abbott XceedPro blood glucometers, which the nurses used, auto-
matically upload tests to a computer system. There were no computer records
of some tests the nurses had written on paper, so it appeared that the nurses
had written down tests they hadn’t done. It was therefore alleged that the
nurses must have made up fake results, and written them down on the pa-
per notes but without actually performing any tests on the patients, perhaps
because they were lazy.

Since some of the patients lacked mental capacity, some of the nurses
were charged with “wilful neglect” contrary to the Mental Capacity Act.E2
The allegations were that the nurses had made fraudulent patient records,
and 16 nurses, who had apparently made more than five errors, were sus-
pended and referred to the Nursing & Midwifery Council (NMC). Of these
suspended nurses, five were charged with criminal offenses. Once the police
criminal investigation started, the hospital halted its internal investigation.

Some nurses pleaded guilty, so it seemed straightforward. The case pro-
gressed to court.

An Abbott representative was the first person in the court to be cross-
examined. Their opening comment was that the XceedPro glucometer was
CE-marked, meaning that the device was certified for use across Europe, and
therefore any problems would have to be the fault of the nurses using it.

I was an expert witness in the case, and I was present throughout the
trial B8 My first suggestion was that you might have one bad nurse, but to
have 73 was implausible. Perhaps there had been a computer failure that
affected all of their records? Perhaps some technician with access to the
computer databases inadvertently deleted data? Perhaps someone had a
grudge, maybe against the nurses, and messed up the data deliberately?
Swiss Cheese® suggests several things must have gone wrong — so what were
they?

The prosecution ignored all of these possibilities, and just thought the
ward had a bad culture and that all the nurses were “in it together.”

I analyzed the computer records, which had been managed in an Abbott
database called PrecisionWeb. The data was very strange; a lot appeared
to be missing — but because the database was so poorly implemented, B it
was impossible to be certain what was missing or how data might have been
corrupted, if it had. Although I had lots of ideas, I could not be certain why
the data was so strange.

When a nurse takes a blood glucose reading, they first have to tell the
glucometer who they are, which they do by scanning their staff ID card. They
then have to scan the patient’s barcode. Now the glucometer knows who is
using it, and it knows whose blood results are going to be recorded.

¢ See Chapter [§: Swiss Cheese Model, page BJ] +
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Figure 8.6. Blood glucose tests per day taken just over a year by 938 nurses work-
ing in 60 wards and clinics. The data is very “noisy,” meaning that there is a lot
of variation from day to day. The anomalous, big dip on 17 November might be
random noise, some nurses may have been away, or it could suggest a problem with
the data that day, such as an unusually large number of rejected tests [figure 8.7).
Since correct blood glucose measurements are a patient safety issue, this sort of
data should be routinely scrutinized for anomalies like this.

Sometimes, nurses don’t scan the patient barcode for some reason (per-
haps because it’s inaccessible or it’s wet), and as a shortcut they scan their
own staff code again. The glucometer accepts this, but of course it now
doesn’t know who the patient is. The glucometer displays the test results on
its screen, and the nurse can write them down in the paper patient records.
However, the glucose reading, instead of being recorded in the database, is
automatically rejected and stored separately from the normal digital patient
records. The idea is that later the nurse (or somebody else) will sort out
whose test data it is.

I drew a graph from the data taken from over a whole year [figure 8.9).
The numbers of test readings tally very closely with the numbers of patients
on the ward — you can prove this statistically, but it’s pretty easy to see
there’s a dip on Christmas Day (25 December), when you’d expect there
to be fewer patients on the ward, and there’s a broad dip in August when
wards are less busy with people taking summer holidays. You'd expect that,
and when there are more tests, you'd expect there’d also be proportionately
more rejected tests too. But most — but not all — of the graph [figure 8.7)
of reject readings seems to be completely unrelated to the successful tests. I
haven’t shown the analysis here, but it seemed that something very strange
was happening that wasn’t anything to do with the patients.
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Figure 8.7. The number of rejected tests per day, from the hospital data we later
found had been “tidied up.” Some days have hundreds of rejected tests, and there
are implausibly long runs of absolutely no rejects. Perhaps data has been deleted?

I couldn’t see any useful pattern in this, and I couldn’t see any general,
consistent connection between the two graphs. For instance, there are long
runs of zero rejects but a few days when there are huge numbers of rejected
tests. No rejects at all for long periods of time seems very improbable to
me. It made me get suspicious about the quality of the data. I plotted lots of
graphs and did statistical analysis; I saw the same problems all over the data.
It made me think of cyberattacks.

The data I had included the number of nurses taking tests, the ward tem-
perature, the devices’ battery voltages ... you name it. It had got the names
of nurses and everything they’d done, but no nurses stood out as notably
“bad” nurses with consistently high reject rates. None of the data correlated
with the rejections. In other words, it looked to me like something was going
on, or had gone on, that was not connected to anything (such as the nurses,
wards, or numbers of patients) that had been recorded. Was it a bug, was it
malicious intervention, was it a strange configuration problem perhaps being
affected by some other issue somewhere in the hospital? In the thousands
of pages of evidence, there was an admission that a server often crashed, but
“often” wasn’t often enough to explain the missing data, and crashes would
probably have affected everything equally.

After three weeks in court, an Abbott support specialist was called to tes-
tify. While being cross-examined, he happened to mention he’d visited the
hospital. I got a barrister to ask when, and what he’d been doing.

He had “tidied up” the data.
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Box 8.5. Design awards ignore safety

The XceedPro was awarded the Japanese Good Design Award in 20102

I admit the XceedPro is a certainly nice-looking device, but there’s surely
more to design than what the device looks like? Especially devices used in
hospitals to care for patients? Things have to be designed well and have to
work safely in the complex hospital environment. The XceedPro failed the
nurses who used it because the system was not programmed by Abbott to
detect errors in its database.

The Good Design Award
HUMANITY the creativity that guides the making of things
HONESTY the ability to clearly see the nature of modern
society
INNOVATION  the vision to open up the future
ESTHETICS the imagination to evoke a rich life and culture
ETHICS the thoughtfulness to shape society
and the environment

The Good Design Award criteria are very positive and worthwhile, but
they aren’t complete. They are certainly of limited value in healthcare. The
Abbott XceedPro’s case shows that the criteria ignore the critical design is-
sues in digital technologies. They say nothing about whether things work
dependably in healthcare. I think “safety” and “reliability” need adding to
design awards as explicit criteria.

At this point, the whole case started to unravel.

The Abbott support specialist had been called in by the hospital because
the police were going to seize the data, and I guess the hospital wanted the
data to be nice and ready for the police. Unfortunately the engineer sorted
out the data and deleted lots of it. He took no notes of what he had done (he
hadn’t been told there was a criminal investigation going on).El

The judge then ruled the computer evidence had no value to the case and
he excluded it, so the case collapsed. Two nurses who had been behind bars
in court for three weeks were freed.

The case took three weeks to unravel in court. There were some further
interesting points:

® The prosecution referred to published peer-reviewed papers on the
quality of the XceedPro glucometers, claiming they were accurate and
effective devices. I pointed out when I was being cross-examined
that these papers evaluated how accurate the XceedPros were at
measuring blood glucose levels; although it made them sound good,
how accurate they were wasn’t an issue for the case. The case
centered on the reliability of the whole XceedPro system — whether
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and how glucometer readings, however accurate they were, actually
end up in the database. The court was not interested in the
measurement values; it was interested in whether measurements
actually took place.

In contrast to the many papers on measurement accuracy, there were
no papers assessing the system reliability that I could find — which,
when you think about it, is a serious oversight of the research work
being done in the area. What use is a glucometer or glucometer
database if it is not reliable? It might measure reliably, but if the
results aren’t recorded reliably, what use are its measurements? Why
wasn't reliability being tested? Why don’t the medical device
regulations require tests to prove it is working reliably “end to end”?
Recording blood glucose levels, however accurate they are when they
are taken, will lead to confusion if the computer systems then don’t
correctly record some of the test results. (And that is what had
happened.)

The prosecution argued that, as nobody had reported problems with
XceedPros to the US or to the UK reporting systems,22 then there
could be no problems with the device. Of course, this argument
assumes that people are aware of risky digital healthcare and also
report faulty devices. In fact, the research literature — had the
prosecution looked — has papers discussing similar problems in other
hospitals. The Baystate Health System found they had 61 patient
identifier errors per month, matching one of the problems at the
Princess of Wales Hospital. 23 So there are recognized problems with
the XceedPro encountered at other hospitals but these problems are
not being reported to regulators. As usual, the prosecution didn’t look
for (or didn’t admit to finding) evidence not supporting its case.

Even if you do notice problems, they are hard to explain (because
such problems tend to be technical) and therefore they are very
tedious to report.22 Many bugs are hard to reproduce to get the details
for a useful report, and unfortunately many clinicians don’t know
how to report technical problems. Much better would be for
backoffice technicians to be routinely checking data for anomalies;
they have the time and skills to report technical problems. Many
anomalies become obvious when the data is visualized —
being a simple example.

There is a lot of excitement about healthcare going paperless,® but if
the Princess of Wales Hospital had gone paperless there would have
been no contradictory evidence at all, and none of the problems
would ever have been exposed. If we are going paperless, digital
needs to be a lot more reliable — and where is the research on that?
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And “digital being more reliable” means not just digital technologies
alone, but also the management of them, staff awareness of
cybersecurity issues, and vulnerabilities. Digital is tightly integrated
with the delivery and management of healthcare, and reliability is a
whole-system issue; it is a mistake to think of it as a “just get the best
technology” problem.

There’s a lot more interesting stuff to this story at the Princess of Wales
Hospital B For instance, the police seized the wrong glucometers for their
prosecution evidence. They went into the ward and seized the glucometers
that happened to be there on the day they visited, not realizing that glucome-
ters wander around the hospital, as they are borrowed from other wards, re-
paired, and replaced. Seizing all the glucometers from one ward probably
did more harm than everything the nurses had been accused of — indeed, it
had been admitted in court that no patient had been harmed by the alleged
“fraudulent” recordings.

I did find lots of problems that the court never needed to explore; the case
collapsed as soon as one serious problem was found with the prosecution
evidence, and once the case had collapsed, none of the other problems were
of interest to the court.

[ was fascinated that the prosecution (that is, the police) emphasized that
they had used forensic methods to handle the data. They had encrypted the
Abbott data after they had copied the data from the hospital. In fact, they had
to do this manually. They had only used “forensic software” to store it afterit
had been exported from the database onto a USB stick and transported to the
police offices. Yet the data they were analyzing was originally from CSV files
edited in the hospital — these are text files, often made from spreadsheets,
made up of comma separated values (hence CSV).

A well-known problem with CSV files is that they can easily be edited,
corrupted or tampered with, whether accidentally or deliberately, leaving ab-
solutely no trace at all: nobody will be any the wiser. The police might have
used forensic methods after they’d collected the data, but forensic methods
were worthless as the evidence wasn’t forensic to start with, nor did the Ab-
bott system itself work to forensic standards anyway. It was obvious to me
that the police had no way of knowing what the data meant; their discussion
of their forensic methods just emphasized how digitally illiterate they were.

The Abbott PrecisionWeb database operator’s manual — which provided
the main prosecution evidence — itself says:

This product is not for diagnostic use; all patient diagnostics
should be based on results reported by the point of care
instrument.28

It’s understandable that glucometers require monitoring and manage-
ment, for instance to detect dud batteries, so PrecisionWeb could be use-
ful without being relied on for diagnostic use. But why did Abbott design a
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system for monitoring blood glucose meters in a hospital that was, as it ad-
mitted in its manual, fundamentally unreliable? Why weren’t there, at least,
end-to-end checks that data successfully gets from the glucometers to the
database? These are simple bugs that could — and should — have been au-
tomatically detected and avoided. PrecisionWeb could have been designed
for clinical use, but it wasn’t. Finally, why did the police and prosecution rely
for their evidence on data that the manufacturers said was not even good
enough for clinical use, questions of which were what the whole case was
about?

Why didn’t the hospital IT management notice that huge amounts of data
had been deleted? Deleting data is practically a cybersecurity attack — but
it wasn’t noticed. Worse, a malicious attack by a nasty hacker could easily
change data, notjust delete stuff. If your blood type was changed in a hack, or
your drugs were changed, it could be lethal, not just a “disciplinary problem.”

=

The Princess of Wales Hospital blood glucometer case, with 73 nurses
disciplined, some taken to court and some pleading guilty, has striking paral-
lels with a UK Post Office case, where hundreds of employees across the UK
were prosecuted after computer records showed discrepancies in Post Of-
fice accounts. The Post Office story is salutary because financial accounting
is far, far simpler than digital healthcare records, yet it can still go horribly
wrong — and still be denied.

In 2003, Lee Castleton became a subpostmaster — that is, he bought a
franchise to run a post office as his own business. He invested his life savings
in setting up his new business; and on their part, the Post Office provided
the computer system, called Horizon, that he’d use to run the business.

Soon, the Post Office found Lee had a shortfall in his financial accounts
of £25,858.95. They took him to court.

Lee’s horrendous story is told in full by Paul Marshall, a barrister who has
been helping him.BZ Lee was not only found to be liable to the Post Office,
but the court also awarded the Post Office’s legal costs against him, so he
was burdened by a further £321,000 to pay to the Post Office. It remains
extraordinary that the Post Office was willing to spend £321,000 to pursue
an alleged debt of just £25,858.95.

Lee was one of over 900 subpostmaters that the Post Office brought civil
claims or criminal prosecutions against; the majority of the subpostmasters
were found liable (in civil courts) or convicted (in criminal courts). Many
accused subpostmasters were shunned by their communities — in the UK,
Post Offices are often centers of the community, especially in villages. Many
went to prison; many went bankrupt; and some committed suicide.

Between 2000 and 2014, the Post Office was prosecuting its subpost-
masters at the rate of about one a week. The subpostmasters were in no
position to be able to prove that the Post Office’s Horizon system they were
using had bugs, and therefore that the errors and alleged shortfalls in their fi-
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nancial accounts were due not their fault, but to those bugs. The defendants
were hamstrung partly by the Post Office’s arrogance, but also by the UK le-
gal framework that takes it for granted that computer evidence is reliable.&
It’s extraordinarily hard to argue in your defense, especially if nobody dis-
closes the details about computer unreliability, known bugs and errors, and
their effects on your day-to-day work.

In 2019, the Court of Appeal quashed an unprecedented number of con-
victions of the subpostmasters. There will be more to come. The scandal hit
the news again in 2021, when judges called it “an affront to the conscience
of the court.” It’s exposed one the largest miscarriages of justice in the UK
ever, possibly the largest miscarriage of justice ever. Lee Castleton ultimately
received in his hands less than £20,000 compensation — most of which will
have been used to pay his costs. I hope that this inadequate compensation
for all the consequences of a serious miscarriage of justice will be increased
as the case continues.

As Paul Marshall wrote,

It is now known that well-over 900 subpostmasters were
prosecuted. The vast majority were convicted. Those
convictions were secured by unreliable evidence of an
unreliable computer system that judges, juries, and lawyers
failed to properly understand — and the failure by the Post
Office to give proper disclosure. [...] | would add that the
thesis of Electronic Evidence,Zd namely, that electronic
evidence is poorly understood by judges and lawyers has been
all too plainly validated 2

Even the many subpostmasters who pleaded guilty to criminal charges
have now been completely exonerated. T

® It’s possible to think, at least for the first few cases brought by the
Post Office, that the legal teams believed they were in the right. But
as the cases mounted, this charitable interpretation becomes
implausible. There’s now clear evidence that the Post Office and the
manufacturers of Horizon knew about the bugs for many years.
Indeed, Horizon’s manufacturer, Fujitsu,[20 was able to remotely edit
Post Office accounts without the local subpostmasters knowing
anything. Naivety (if, initially, that’s what it was) drifted into
institutional corruption.

® Some of the defendants pleaded guilty, for instance to fraud, as they
tried to manage their overwhelming debts as reported by the buggy
Horizon. The vast majority of those who appealed had their
convictions completely quashed, even though in many instances
they’d pleaded guilty: the prosecution was unfair, and in addition an
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affront to justice. In effect, this was a finding that they should never
have been prosecuted — it was a total exoneration. The Court of
Appeal signalled that the conduct of the Post Office as prosecuting
authority was such as to undermine the integrity of the criminal
justice system and public confidence in it. Such a finding against a
prosecuting authority is unheard of. If we are charitable to the Post
Office, perhaps this blindness to computer bugs started with Cat
Thinking:f if computers are wonderful, then any problems must be
caused by the users. The first conviction didn’t need much thought,
but it seemed to confirm the criminal

In UK law, pleading guilty saves the court a lot of work, and someone
pleading guilty almost always gets a lighter sentence. The defendants
had no effective evidence to support their case that they were
innocent (because the Post Office failed to disclose that material), so
the prosecutions would very likely succeed with the weight of
computer evidence seemingly on their side. In these circumstances,
it would've seemed a good trade to concede guilt, typically to a lesser
charge such as false accounting instead of theft. Indeed, the legal
system supported the prosecutions with the structural assumption
that computer evidence is reliable 22

The Post Office situation was comparable to the Princess of Wales Hos-
pital being unaware that Abbott, the XceedPro glucometer manufacturer, had
changed patient data.

® The nurses who pleaded guilty in the Princess of Wales Hospital case
would've been presented with lots of data and discrepancies going
back years previously — could any nurse accurately remember what
they had done so long ago, and could they prove it better than a
computer? Of course not. The computer evidence would’ve seemed
unassailable at the time of prosecution.

® Again, the legal system supported the Princess of Wales Hospital’s
prosecutions with the structural assumption that computer evidence
is reliable B2

The Princess of Wales Hospital and the Post Office are both respected
organizations; they are both effectively State institutions. Yet they clearly
didn’t have adequate processes in place to check whether their computer
systems were working reliably — though, really, that’s the manufacturers’
responsibility. The simplicity of blaming individuals for computer problems
clouded their judgment, as well as their humanity. Both lost sight of, and
failed to take account of, basic concepts of just culture. The NHS has an

f See Chapter : Cat Thinking, page B3
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official policy for Just Culture, and it’s surprising this wasn’t raised in the
disciplinary process before the issues reached the courts.8

It’s baffling that Abbott, Fujitsu, and other manufacturers don’t routinely
build in safeguards to detect computer problems. Furthermore, such safe-
guards have to be easy to use — a hospital should not need to call in the
manufacturer’s expert to sort out a database of routine patient records.[22

In both the Princess of Wales Hospital and Post Office cases, there was a
huge asymmetry between the people affected and the organizations owning
the computers, who held all the information and refused to properly disclose
the information and knowledge they had, even as they brought the cases to
court.

People assume that digital systems are reliable. Cat Thinking is built into
our culture. Indeed, as the Post Office has already paid millions in compen-
sation and it is having financial difficulties itself, the costs of Cat Thinking,
and the harms they can do, are unlimited.

I wonder, then, how many other misdiagnosed computer bugs continue
to cause problems that are mistakenly blamed on staff? How many systems
have unnoticed bugs that harm patients or staff? Meanwhile, customers —
such as hospitals — buying computer systems should demand safeguards,
such as: “If data is moved from A to B, or any other operation is performed
that is not intended to change data (including doing nothing), we contractu-
ally require that the system check that the data is unchanged. [...] We also
require that the system keep accurate logs that are of sufficient quality to be
used in evidence, should the need arise.”

The claim that something must be true is called an assertion. For ex-
ample, to say that data at A and at B will be the same is an assertion. Un-
surprisingly, assertions are standard good programming practice. The fact
that many programs don’t bother to make adequate safety assertions (or, too
often, don’t even make any) is why front line workers get blamed rather than
buggy digital systems — because nobody knows the digital systems have bugs
and have failed to work correctly. The Princess of Wales Hospital and the
Post Office stories illustrate this, and we will see many more cases through-
out this book.

=

It’s very important that hospitals (and other healthcare practices, like
dentists and GPs) continually check patient data and ensure it is not tam-
pered with. The Princess of Wales Hospital clearly wasn’t monitoring its data
closely enough. I don’t think there’s anything unusual about the Princess of
Wales Hospital; this problem could’ve happened anywhere. What was spe-
cial about the Princess of Wales Hospital, though, was that the police came
in and seized data and started collecting evidence to support a criminal case.
I wonder what would happen at any other hospital if the police came in and

& See Chapter [: Just Culture, page [ <
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seized patient and staff data? What would they discover? How much of
what they uncover would be true, and how much would be as misleading as
the Princess of Wales Hospital data?

This is not idle speculation: cybersecurity and hacking are serious prob-
lems.” To give an idea of the scale of the problem, a recent survey of just
medical images found 400 million images and other patient details had been
hacked and made freely accessible. 3 Serious problems were identified in 52
countries around the world. This huge treasure trove of patient data was un-
covered with no effort, but when you take account of how highly motivated
criminals are to access patient data for financial and personal data, for black-
mail, for repurposing for fraudulent billing, or for just the thrill of hacking,
the realistic potential for disaster from poor cybersecurity is astronomical [2

If we believe digital healthcare is infallible, as many do, we’ll end up
taking doctors and nurses to court, as in this Princess of Wales Hospital story.

It’s a great shame that the Abbott XceedPro by design does not ensure
that data it records is reliably and securely recorded on the Abbott database
(“handshaking” is one standard method that was missing). In my first report
to the court, I had pointed out this uncertainty that was built into the design
of the Abbott systems. Without auditing based on a reliable system, you
can’t really be sure of anything. In the Princess of Wales Hospital case, this
really mattered. Without auditing (let alone reliable auditing) the hospital
had no idea things were going wrong with their computer databases. The
nurses became scapegoats for digital shortcomings.

m

This chapter opened with the horrifying problems of the misuse of X-rays
and thalidomide, and the devastating impact these innovations had on peo-
ple. Those historic stories provide a background to the Gosport War Memo-
rial Hospital, the Princess of Wales Hospital, and the Post Office Horizon
cases.

In every story, individuals were at a huge disadvantage in disputes with
large organizations that held more information, and which controlled what
information was used. It’s charitable to think that these organizations “didn’t
know” but this begs serious questions about the quality of the systems they
were using: if they didn’t know the systems were buggy or encouraged use
errors, why didn’t they know?

Patients and staff harmed have no way of knowing whether digital fail-
ures are a contributing factor, and, if so — without a lot of inside knowledge
— it’s impossible to find the evidence and the informed expertise to interpret
it. If they fight in court, they are at a huge disadvantage. In the UK, even the
law is set against them: computers are assumed to be infallible unless you
can prove otherwise.Z8 And how can ordinary people do that?

h See Chapter [[7: Cybersecurity, page PTT] —
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It’s instructive, now, to think about Swiss Cheese again.! So, in hindsight,
which slices might have been better at stopping problems? What new slices
could there be to stop problems happening elsewheree?

The Princess of Wales Hospital court case typified all of the problems.
The case assumed the nurses’ slices of cheese had the big holes; in fact, the
nurses were alleged to be criminal. This misconception was so deep it drove
the investigation and prosecution for several years. The ultimate collapse of
the court case hinged on discovering that an Abbott employee had exploited
different holes — holes in the digital systems. Those holes were there be-
cause neither the hospital nor the police understood how the digital systems
worked, nor what precautions should be taken to properly manage patient
data. Ultimately, those holes were there because the Abbott implementa-
tion had bugs that allowed unauthorized deletion of data to go completely
unnoticed.

Possibilities include: the nurses could have been better trained; Abbott
could have programmed the system more reliably; the hospital could have
procured a more reliable system for their needs; the regulations could have
been tighter to avoid unreliable digital systems being used in hospitals.

All of these groups might enjoy reading this book, of course, but where
should we best focus attention?

There are several priority areas where the holes could have been avoided:

® Manufacturers should develop systems to be more reliable and to be
able to demonstrate they are reliable. In turn, those of us teaching
Computer Science need to be more effective so that manufacturers
can get better programmers to make these more reliable systems.

® Given that cybersecurity is a huge problem (which I discuss later’),
we all need better ways of avoiding, and, when they happen,
detecting and recovering from, cyberattacks. Improving defenses
against cyberattacks would have avoided the Princess of Wales
problem: simply, the actions of the Abbott employee would have
been detected as soon they happened. They could then have been
repaired before any serious damage was done. Improving
cybersecurity should be done now; it’s an urgent problem.

® The regulators should tighten medical device and other IT regulations
and regulatory processes so that systems in healthcare improve. The
regulatory problems need fixing now, because improving them will,
inevitably, take years to take effect in the world (which, again, I'll
discuss later®).

? See Chapter [: Swiss Cheese Model, page B1] +
J See Chapter [[7]: Cybersecurity, page P11 —
k See Chapter [[@: Regulation needs fixing, page —
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® In seeking blame for the problems, the big holes were the failures to
think clearly. Nobody thought that if tens of nurses or hundreds of
employees are all being investigated for the same problems very
likely there’s a common factor. Maybe the computer systems they all
use are unreliable? Unless you can show that all these people
colluded to do the same wrong things, the presence of bugs is a far
more reasonable explanation that should have been carefully checked
first. It’s important to note that this hole is, at least in principle, the
easiest one to tackle.

® The digitally-illiterate culture goes all the way to the top. In the UK,
Common Law has a presumption that what it quaintly calls a
“mechanical device” (which includes a digital device) has been
properly set or calibrated. This is carried over into the Criminal
Justice Act 2003,B so — if you end up in court as a defendant — the
presumption in law is that the digital healthcare device is correct and
its log is correct. If you don’t want to be convicted, you will need a
knowledgeable and persuasive expert witness who can survive the
cross-examination’s attack on their credibility to persuade the court
against them. To make progress, we have to recognize that digital
healthcare is risky, and hence the Criminal Justice Act, and the
“justice” flowing from it, is flawed if it’s applied to cases involving
digital healthcare.

® I'd add that if manufacturers cannot prove their systems are reliable
at the time in question, then investigatory, disciplinary, and legal
processes must assume that the systems are not reliable. Try
reframing any failure like this: “The alleged failure has been blamed
on a nurse [or other person], but it could’ve been concocted by the
system; can anyone provide evidence — at least to the same standard
you’d demand of a nurse — that the computer couldn’t have done
it?” Surely, if the computer, or infusion pump ..., is in the room (or
networked into the room) for every murder, as it usually is, then it
must be a prime suspect until proven otherwise?

® Al and ML systems are becoming more sophisticated than humans.
There is no reason for Al systems to be thought more reliable than
any other sort of digital system. They should not be treated more
leniently than any other sort of digital healthcare, and certainly not
more leniently than humans would be doing the same job.

Meanwhile, bad things happen, and sadly bad things will always happen
from time to time. Some may be missed, some may be covered up, but in the
best case we’ll want to learn from them so things improve. What’s the best
way to do that? Use multi-disciplinary teams; deliberately seek different
views and different areas of expertise.
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Figure 8.8. Skill mappingm a team to develop a system. For illustrative purposes,
six skill areas have been identified as critical to success. Three individual team mem-
bers’ skill sets are mapped out on the top row — the values along each axis represent
the competency of each person in the specified skills. The lower skill map shows
the team’s combined skill set. Given the requirement for these particular skills, it’s
clear from the skillmap that this small team needs to recruit more expertise in User
Centered Design.

In all the cases I cover in this book, involving appropriate experts sooner
would undoubtedly have helped head off problems. The problem is that we
(on our own, without the right experts) don’t know what we don’t know.
To get around this chicken-and-egg problem teams should be made multi-
disciplinary and diverse; we should do this even before we know what dis-
ciplines may be needed. That’s easily solved by starting with as many eyes
involved as possible to review the problem, and only then specializing to
the critical areas. Digital, for the time being, is an area where problems are
too often out of sight, so in my view we should prioritize involving digital
expertise in investigations and learning processes.

=

Here’s an important note to end this chapter on: many “multi-disciplinary
teams” are fiction. A software engineer, a cybersecurity expert and a medic
with some safety experience sounds multi-disciplinary, but it may miss crit-
ical areas of expertise, such as User Centered Design [figure 8.§). The skill
maps[® shown in were based on six skills picked to illustrate the
idea: in a real project, you would work out which skills are needed, what
is needed for each phase of the work, and what competencies each team
member has — also including diversity, deliberately seeking different types
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and backgrounds of people for the team. Skill maps let teams think and talk
about multi-disciplinarity, rather than just assume it happens automatically.
You have to take multi-disciplinarity seriously, and not just pay it lip-service.
Note that in my example, I included Human Factors. I meant not just Hu-
man Factors for the problem the team is working on, as Human Factors also
applies to how the team itself is working — for instance, how can the team
best work, so the different disciplinary contributions are properly heard?



We don’t know how many
people are dying or being
harmed from errors in
healthcare, let alone those
caused by digital errors.
What are the facts, and what
can we do about it?



The scale of the problem

As the famous statistician and founder of modern nursing, Florence Nightin-
gale, said,

The very first requirement in a hospital [is] that it should do
the sick no harm.[%d

Nightingale worked in the hospitals at Scutari (now called Uskiidar, in
Turkey) during the Crimean War in the 1840s. She soon become famous for
her shocking analysis of the hospitals caught up in the conflict: she showed
that poor hospital conditions were killing more soldiers than the fighting it-
self.

Today, we are killing more people because we do not understand error.
We don’t understand how bad computers contribute to error, and we don’t
take full advantage of how professionally programmed computers could pro-
tect us from error and its consequences. We don’t even take full advantage
of computers to collect data so we can reliably analyze what’s going on and
work out how to improve.

My father, Peter Thimbleby, died from a preventable error in hospital. I
know this because the doctor told me just after I'd seen my Dad’s body in the
morgue. I'd got to the hospital too late to see Dad alive for the last time. The
doctor told me an infusion had been left to free-flow, so that Dad had got too
much fluid, which filled his lungs, so he drowned (pulmonary edema).

I talked to the doctor about reporting the incident, but he did not want to
report it. I had to explain I was not blaming him, but a report would mean the
hospital might learn something useful. Maybe there aren’t enough nurses?
Maybe the infusion pump had bugs? Maybe ... I don’t know what, but please
report it. How will we ever learn anything if you don’t report it?

When the doctor reported the error officially, he selected standard text
from the formal Datix computer reporting system,
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Avoidable short-term, non-permanent harm or impairment of
health — full recovery in up to 1 month.

Yet Dad was already dead when this was entered into the Datix reporting
system. The “description of the incident” details on the Datix reporto goes
on to say,

The patient got better but later that day he went into acute
LVF [Left Ventricular Failure] again and died. The underlying
diagnosis is likely to be ACS [Acute Coronary Syndrome] and
that his death was unavoidable [...]

In fact, the unnoticed free-flowing over-infusion of fluid caused pul-
monary edema (lungs filling up with fluid, making breathing difficult or im-
possible), which caused the LVF heart failure — not the other way round.
The written Datix report contradicts what the doctor himself told me.

The Datix report makes out that nobody was responsible: the patient was
ill and died, as they do. Nobody wanted to know why the error happened
that caused the heart failure, because, as officially reported, no error had
occurred. The doctor went on in his report:

Family informed in [sic] details (they are happy not to take
this matter further)

That’s not true either. I'd been very clear at the time the doctor spoke to
me that I wanted the incident investigated to see what might be learned. In
fact, the misleading errors in the report led us to take the matter further.

When nobody is aware an error has been made, nobody is going to know
there are problems that can be fixed. In Dad’s case, nobody is going to realize
that improving drips and making them safer would save lives. More impor-
tantly, if all issues are reported, the national data can be used very effectively
— without the national data, nobody knows whether my Dad’s death was a
one-off story or representative of a trend. Unfortunately, what my Dad’s
story shows is that national data is unreliable.

According to the Duty of Candour, there should have been a written
record, but none was made. To make such a record would have been an
admission that a “notifiable event” had happened. Clearly, trying to cre-
ate a rigorous legal framework around errors creates barriers to honesty and
learning; if the doctor can instead make it appear it isn’t sufficiently seri-
ous, then nothing need happen, and the doctor is off the hook. Learning
from not-serious-enough-to-be-reported errors would make a huge impact
simply because of their large numbers.

Manufacturers, not just doctors, try very hard not to be in a position of
being accountable, let alone being blamed. They dare not , because that
would be an admission they might be liable. As a result, digital healthcare
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isn’t improving. It may be getting more exciting but it isn’t getting safer.
This abrogation has been picked up and “legalized” in digital technology’s so-
called warranties; so far as the warranty is concerned, the developers aren’t
accountable either.?

The World Health Organization (WHO) maintains a huge and compre-
hensive classification system to manage data, called the International Clas-
sification of Diseases (ICD)I™ to categorize any disease and to help collect
useful statistics. The WHO has no useful classification for medical errors,
let alone digitally related errors.

The WHO ICD classification is used worldwide, including on death cer-
tificates. Death certificates register the causes of death, but don’t collect
statistics on errors because “error” isn’t a disease. Yet, curiously, there are
codes for things that have obviously got through the committees, like being
struck by blunt object with undetermined intent (code PHOO) and uninten-
tional land transport traffic event injuring an occupant of an animal-drawn
vehicle (code PAOF), so WHO could have handled errors if they wanted to.

Among other inevitable oversights, there is no classification for any error
that does not cause harm, so it is not easy to learn from near misses, nor
from problems specific to digital systems that don’t directly lead to a harm.
They can'’t be categorized in the WHO system. I'll discuss how useful it
would be to record and learn from near misses and other “non-events” later,
when I discuss the concept of Safety Two.”

It gets worse. The ICD documents themselves admit that many coding
errors arise when ICD codes are used. The IDC coding is concise, but on the
other hand it has no redundancy to help detect or correct errors. For instance,
the ICD code NE2Z means “burns, unspecified,” but a simple one letter error
writing DE2Z instead means “diseases of the digestive system, unspecified.”
pulls together some lessons about usability and safety, putting this
digression into WHO coding into a larger context.

There are several versions of ICD and the latest ICD is copyright and ex-
pensive — usually country healthcare systems pay to use it — so it is hard to
access the correct codes to develop digital systems to correctly use whichever
the current code is. Instead, earlier versions that have been released into
the public domain may be used instead, causing further discrepancies, and
other errors in coding. Many countries, such as the US, have developed vari-
ants of the ICD. For instance, the US extended it for the exceptional needs
of recording COVID-19.[%8 Obviously, WHO will sort out COVID coding
in their ICD system, but it seems strange to me that coding isn’t managed
centrally, digitally, internationally, and in real time — COVID isn’t unprece-
dented as a new disease in needing rapid classification. It’s the sort of thing
the internet could do easily.

There are blindspots all the way down. The final statistic, the death cer-

2 See Chapter [[§: Who's accountable?, page [03 —
b See Chapter [[3: Safety One & Safety Two, page [43 —
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Box 9.1. Risks of making computers “easier to use”

People who work all day on computers are at risk of repetitive strain injuries
(RSI — nerve damage, often taking the form of painful carpal tunnel syn-
drome). Understandably, everyone gets frustrated with having to do too
many mouse clicks or keystrokes. Making the user interface easier to use
is surely important, and would release time to do more important things?
Unfortunately, making something easier to use also means making it easier
to make errors that can’t be blocked. All errors eat up more time to correct,
likely far more than any time actually saved — worse, errors can destroy lives,
and possibly can end up being fought, taking months in court. Is “ease of use”
always worth it?

The World Health Organization’s ICD codes, discussed in the text, make
a simple example of ease of use/error trade-offs.

There aren’t many ways to make a mistake typing “osteoarthritis of hip”
which would make it unrecognizable, but it gets tedious to type so much,
especially if it’s your job to do ICD coding day in, day out. An expert might
well know the right code, FAOO, and prefer to type only the four keys.

Yet a single keystroke error typing FAOO can make 40 very different
codes, including JAOO for abortion, NAOO for superficial injury of head, or
FA30 for acquired deformities of fingers or toes. There are tricks that can be
used to help — knowing the clinician’s speciality can help automatically cut
down on the valid choices, but these often need to be overridden. For ex-
ample, if an oncologist is helping out in an emergency COVID-19 episode,
their usual pre-COVID-19 oncology codes are not going to be helpful. Even
so, while typing “osteoarthritis of hip” may be tedious, it’s safe and hard to
make any meaning-changing mistakes that won’t be detected.

The same ease of use/error trade-offs happen with mouse clicks. If fewer
mouse clicks are required to select a code, the user could also hit a nearby
wrong code more easily.

tificate, doesn’t record errors as a potential cause of death. A death certifi-
cate has the actual cause of death (like pulmonary edema), the clinical cause
of that (like left ventricular failure), and other conditions like diabetes or
pneumonia that were present but not a direct cause of death. So the data is
misleading; there are virtually no proper records anywhere. We know some
examples where official national databases are deliberately circumvented and
not used to record problems.I” Florence Nightingale said as far back as in
the 1860s: “accurate hospital statistics are much more rare than is generally
imagined.”f™ Little has changed since then.

In other words, nobody has reliable statistics for errors, harms, or fatali-
ties caused by errors. So there’s no choice but to estimate the figures.

While adverse events are under-reported and errors are under-reported,
digital and other system problems that may underlie those problems are even
less likely to be reported.
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Figure 9.1. The top ten causes of death, from US data.EXd I’ve shown percentages
on each bar, so the figures can be easily applied to similar Western healthcare sys-
tems. Note that there is a long tail of 23.1% of deaths from all the other various
causes not shown in the bar chart.

Some estimates of death from error in hospitals puts it, astonishingly,
on a footing with cancer and cardiovascular disease deaths.ld When I com-
bined these estimates with death certificate causes of death, I got the bar
chart in figure 9.1 This shows preventable error, the highlighted bar, as
the third largest killer: preventable error in secondary (hospital) healthcare
may be around 17%. The data I used to get these estimates predates the
horrific huge numbers of deaths from the COVID-19 pandemic (which are
a mixture of political errors, lack of resources, and, inevitably, some pre-
ventable patient harms), but the figures should give a reliable impression
of what happens in normal advanced healthcare situations. We’ll talk more
about COVID-19 and its relation to digital healthcare, specifically, later.

In the chart, the two horizontal lines (marked 8.1% and 16.9%, respec-
tively) cover the range of estimates. There is a Iot of uncertainty. The lower
estimate is close to Lucian Leape’s estimates from way back in 199411

Leape points out that doctors might be performing at 99% proficiency,
but this is very much lower than would be accepted in other industries. At
an airport like Heathrow in London, having a 99% success rate would mean
messing up over 2,000 passengers a day — and Heathrow isn’t even the
busiest airport in the world. Heathrow performs at a much higher level of
safety than hospitals achieve. A 99% success rate, which is acceptable in

¢ See Chapter B1]: The pivotal pandemic?, page 37 —
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Box 9.2. WHO’s global facts on patient harm

The World Health Organization’s facts on the global impact of preventable
harms on patients:m

» Patient harm is the 14th leading cause of global disease burden,
comparable to tuberculosis and malaria

v

1in 10 patients are harmed

Medical cost associated with error affects millions and costs countries
between 6-29 billionsd of dollars annually [it’s really much worse since
healthcare offloads many costs to social services and community care]

v

v

15% of healthcare spending in Europe is wasted dealing with all aspects of
adverse events

Investment in safety can lead to significant savings
Inaccurate or delayed diagnoses affect all settings of care

Administrative errors account for up to half of all medical errors

vvyVvVyy

In the US, focused safety improvements saved Medicare $28 billiond
between 2010 and 2015.

hospitals, would be a national scandal in any safety-critical industry like air
travel [

The little segment at the bottom of the “accidents” bar [figure 9.1]) shows
car accidents. Car accidents contribute 1.3% of all deaths. Although this is
US data, we all take car accidents seriously, and cars are getting safer and
safer. Why don’t we take the much higher numbers of healthcare accidents
seriously? Why don’t we do something about them? Even if you disagree
with the estimates of preventable deaths, it’s clearly something we should
be very concerned about.[3

=

We shouldn’t ignore preventable death, but we should also be concerned
about preventable harm, like removing the wrong kidney. Harm has huge
impact for the patient and carers for the rest of their lives. The numbers
for preventable serious harms are about 20 times higher than those for pre-
ventable deaths. T8 We need to do something about it, and if we go about
it the right way, the figures for both preventable death and for preventable
harm will come down dramatically, lives will be saved, and people will be
healthier — and staff will be happier.

From a purely financial point of view, preventable harm is much more ex-
pensive than preventable death. The healthcare system, or its insurer, has to
provide extra treatment for recovery — hoping it’s possible — and, as needed,
care and support over the lifetime of the harmed patient, rather than just a
financial transaction. Perhaps there will be costs to modify the family house
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and to provide daily care? What about education and care costs? If we took
serious harm seriously, then preventable death would also be reduced.

=

The horrific Gosport tragedy in a UK hospital,4 which involved hundreds
of preventable deaths, could have been identified before so many patients
died, had anyone been collecting the right data and looking at it. I am sure
some data is collected, but as the syringe drivers are “dumb” and they don’t
record anything at all, accurate, objective data was not being collected. As
an added benefit, the same data — if only it was routinely collected — would
identify hospitals with unusually low preventable error rates, and we could
go along to them and find out what good practices they were using or see if
their digital systems had nice features that made them safer. Asitis, we have
no idea.

We know many people, fearing blame, do not record errors. If you go
into hospital with cancer, you will most likely “die of cancer” instead of the
hospital admitting that (if so) you caught a preventable infection or that some
other preventable error killed you which should have been avoided. They’ll
say you were very ill, and what do you know? Yes you caught an infection,
but you still died of cancer.

m

In 2019 four doctors reported some errors they had made with X-rays,
thanks to problems they were having with their IT systems. They worked
in Rhode Island Hospital in Providence, a city in Rhode Island (the small-
est state in the US). The consequence of reporting problems: they received
subpoenas.l8 Subpoenas force people with the threat of legal penalties to
disclose evidence, so they are one step, in this case, before formally accusing
people of crimes. The subpoenas said “medical misconduct,” yet the doc-
tors’ reports were meant to draw attention to the problems they had with the
hospital’s computer systems.

Blaming the doctors kills the messenger. If this is the culture, why ever
risk reporting any computer problems?

Chitra Acharya — who has a PhD in Computer Science, so she has an eye
for detail — had the misfortune and opportunity to be with her son in two
pediatric intensive care units for over a year™ For this one poorly patient,
she recorded 120 errors a month (that’s about four a day) on average. Some
days were worse.

The incidents varied in severity; there were 11 never events, which
are defined as serious incidents (such as wrong site surgery) that are wholly
preventable. August had the highest rate of incidents and the highest rate of
incidents weighted by severity; perhaps something could be tracked down
to understand this and then fix it? In the UK — where Chitra was — junior
doctors “rotate” in August, so they will have had no experience with any

d See Chapter f: Gosport War Memorial Hospital tragedy, page B4 <
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systems they have not encountered before. If this is the explanation, it is a
serious criticism of the variation in design of medical systems and the lack
of interoperability between them.¢

When James Macdonald had radiotherapy to the left side of his neck to
treat a cancerous tumor, unfortunately, the tumor was in fact on the right
hand side of his neck.

James died, and the official cause of death was cancer, which, yes, did
kill him. But had it not been for the left/right mix-up, the cancer would have
been treated and may not have killed him. The error directly resulted in his
untimely death but was unreported on the death certificate. 8

My father died from an over-infusion from a gravity drip. Drips are liter-
ally drips: a bag of fluid drips into a tube that goes into the patient. A nurse is
supposed to check the drips are going at the right rate, so the patient gets the
right amount of fluid at the right rate. If this step is missed out — perhaps
because the nurse has to rush to another patient — there is a risk that the
whole bag of drugs empties quickly, as happened with Dad.

Timing drips is a bit complicated and very easy to get wrong, especially
on busy and distracting wards, so my student Mark Davies™3 designed and
built an app that helps [figure 9.7)). We used User Centered Design to ensure
the app best met nurses’ needs.

The app animates drips so you can see them drip on the screen, and it
becomes a lot easier to get the drip rate exactly right. And the app does not

¢ See Chapter [[J: Interoperability, page P49 —
f See Chapter PJ: User Centered Design, page —
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allow you to walk away without finishing. Asyou can see from the old iPhone
in the picture, this app has been around for a while, and it could have been
used to help, as another slice of Swiss Cheese,® when my Dad was admitted.

It’s worth saying there isn’t a conspiracy. There’s a lack of interest and a
lack of awareness, which feed each other, and result in a culture everyone is
in and nobody notices. Certainly nobody is surprised or shocked by patient
harms any more, and few places have any process to learn from error. No-
body has a preventable error registry. In law, death certificates do not record
errors. Statistics are based on things we can count; since we don’t have good
definitions of “preventable death” and we aren’t counting error, let alone er-
ror caused or exacerbated by or not stopped by digital systems, then we have
bad statistics. With bad statistics, we can carry on in a state of not knowing
what to do. Worse, it’s frequently denied that proposals (which might cost
money) to improve safety have no evidence in their favor — there’s simply a
vacuum instead of evidence.

We should ask why healthcare system accidents aren’t getting inquiries,
and nobody is worried about the reasons why digital healthcare systems and
devices may be helping cause them. That’s not entirely true; individual cases
do sometimes get inquiries. The Beatson Oncology Centre got an inquiry,®
the Mid Staffs Hospital got an inquiry,Zd and the Gosport War Memorial
Hospital got an inquiry;' these inquiries were all focused on staff and cul-
ture. There have been (so far as I know) no inquiries on the whole systems,
and next-to-no attention paid to the digital systems involved.

It might be because our culture just accepts the legal disclaimers (it is
ridiculous to call them warranties) and accepts the thinking that goes along
with them.

I described my father’s preventable death above.) Tragic stories quickly
get very complicated, and therefore difficult to communicate. I complained
about the incident, and it just got more complex and intricate, and slowed
to a crawl. You experience what’s called delay and deny. The system, or
the bit of it handling complaints, seems intent on ensuring as little change
as possible. Complaints are handled as local problems, on a case-by-case
basis. We need ways to transform complaints into learning 2

Prue Thimbleby, my wife, leads a digital patient storytelling program
for the NHS. I worked with her to make a Digital Story. A Digital Story*
(spelled with capitals) is a short, first person voice recording edited together
with images to make a video clip. It isn’t easy to make a short story about
a complex complaint, but doing it carefully with a storytelling facilitator is
an enormously helpful and therapeutic process. There are usually so many

& See Chapter B: Swiss Cheese Model, page ]

h See Chapter [: Beatson Oncology Centre, page B +

i See Chapter [: Gosport War Memorial Hospital tragedy, page B4 <
i See Chapter |: Peter Thimbleby’s preventable death, page [09

k See Chapter BJ: How to make Digital Stories, page —
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things that go wrong, sifting it down to what really matters to communicate
as a coherent, punchy story helps you separate the niggles from the serious
things. After you've made the story you feel heard — and you also have a
clear message to share.

I sent my finished Digital Story™ to the Chief Executive. I said it’s only
a few minutes long, and I'm sure you’ve got time to watch it. He wrote back
to me and said,

At the staff briefing session with clinical leaders and managers
[...]11 played your video about the death of your father and
failures of our organization and systems. The reaction from
colleagues was immediate and strong — there was an
emotional reaction and an expression of shame from many
colleagues. We had an open and honest discussion. We will
be using this video in many fora across the organization.

I was also asked to do some workshops. The hospital had listened, and
I felt listened to! Short, carefully focused stories can transform healthcare.
For me, this was all a very positive resolution of the incident, a common
result from using Digital Stories for patient complaints.

We've got lots more to say about Digital Stories later.!

! See Chapter BJ: How to make Digital Stories, page 23 —
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Medical apps are very
popular, but they are as prone
to bugs as any other digital
system. This chapter gives
some typical examples and
begins to suggest solutions.
Like all digital healthcare,
apps could be designed to
block bugs and avoid the
harms that follow.
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Medical apps
and bug blocking

The medical app market has exploded with hundreds of thousands of med-
ical apps. As a computer scientist, I can see problems with many of them —
with such rapid, explosive innovation, quality control has become a serious
issue. There are situations where apps give incorrect results and may be un-
safe. These problems are caused by bugs in their designs. The bugs should
have been avoided by better programming or by better testing and mo